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ABSTRACT 

  

Open surgery generally involves making a large cut to visualize the operative 

field and to ingress human internal tissues. Minimally invasive surgery (MIS) is 

a fetching alternative to the surgery whereby same operations are performed 

using the specialized instruments designed to fit into the body through multiple 

very small-sized holes instead of one large cut. 

Simple techniques in open surgery such as suturing of surgical wounds become 

time-consuming and inconsistent tasks. The suturing task is performed repeatedly 

and consumes a majority of the time during surgery, to make it autonomous will 

increase the efficiency, uniformity and standardize the quality of suturing 

outcome with minimum human intervention and in less duration of time.  The 

Automatic suturing robot will perform the basic suturing task with the help of 

advanced computer vision techniques and actuator control techniques. 

The Antebrachium Laceration Suturing Robot (ALSR) consists of a bedside light 

weighted 6 DOF robotic arm with the actuated suturing tool Endo stitch attached 

with the robotic arm as an end effector. The Endo stitch handles three actuators 

in which the first actuators is to drive the circular needle and the second is to lock 

the needle between jaws of the endo stitch. The kinematics and dynamics of the 

system are computed in order to identify and control the motion analysis of the 

ALSR. The implementation of different control algorithms is used in order to 

achieve zero tracking error and robust trajectory tracking. The CAD model design 

of the novel ALSR was developed. The virtual surgical simulation is conducted 

to validate the control of trajectory tracking control. The antebrachium skin 

laceration has been depicted using tissue phantom. The interactive image 

segmentation has been used to detect the skin laceration on targeted tissue 

phantom. The detected skin laceration was considered as the desired trajectory 

for ALSR. The various controls were implemented to achieve accurate position 

control to perform the suturing task. The technical evaluation of the proposed 

robot is carried out using a co-simulation platform. The primary goal of this 
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research is to explore how the collaboration of dynamics analysis, control 

technique, and Image processing that can help in the precise micro motions of 

suturing robot. This thesis focuses on reducing the time of surgery by automating 

the simple suturing task which takes time to stitch the different layers of 

human/animal skin with the help of advanced algorithms and control techniques. 
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 INTRODUCTION 

The accelerated involvement of automation in various field to make human life 

simpler, give rise to surplus issues, which required attention. The rapid 

development of industrial automation produces a huge demand for robot 

manipulators in their workspace. Similarly in the field of surgery, the different 

manipulators were involved to perform various tasks in pre, post and during 

surgery. The basic operating task frequently involved during the surgery is 

Suturing. To approximate or ligate the tissue using sutures termed as suturing 

and to automate this task for Antebrachium laceration the Antebrachium 

Laceration Suturing Robot (ALSR) was developed. The thesis illustrates the 

systematic procedure for the design of manipulator and end effector, 

performance estimation of different control schemes for the competition of 

suturing task. The chapter introduces the aspects related to this topic, outline, 

and thesis organization of this dissertation.  

1.1 MOTIVATION 

Open surgery generally involves making a large cut to visualize the operative 

field and to ingress human internal tissues. Minimally invasive surgery (MIS) 

is a fetching alternative to surgery whereby the same operations are performed 

using specialized instruments designed to fit into the body through multiple very 

small-sized holes instead of one large cut. It can minimize pain and decrease the 

recovery time and cost, but also offers more technical difficulties to surgeons. 

Indulgence of robotic technology in surgery changed the experience of the 

surgeon during surgery. Various image-guided surgical robots were used by 

capturing the real-time tool status from advanced imaging techniques such as 

CT Scan, Magnetic Resonance Imaging (MRI), etc. After any MIS or open 

surgery, the majority of the time consumed by the surgeon in operation theater 
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is because of tedious multiple-layer skin closure. The classical method of skin 

closure technique is manual suturing, which intends the surgeon to directly see 

the operating site and perform suturing manually. The manual suturing involves 

several practical challenges and limitations such as limited access to the 

operating site in case of in-vivo suturing, intense concentration is required from 

the surgeon, accuracy, and precision of sutures were entirely dependent on the 

surgeon’s manipulability. Large blood loss can happen while performing in-

vivo manual suturing.  Proper training is required to perform manual suturing. 

To overcome limitations of manual suturing the different Hand-Held Suturing 

Devices (HHSD) was developed which enables the surgeon to manipulate the 

control of the device with a manual shifting mechanism. This brings the shift of 

technology from open surgery to Minimally Invasive Surgery (MIS).  HHSD 

technique brings the challenge to the surgeon to stay in an awkward position for 

a longer duration that made the surgeon tired and more vulnerable to human 

errors and hand tremors. Robot-Assisted Surgery (RAS) brings the surgeon into 

a semi-comfortable position of operation which has a Master tool Manipulator 

console with a virtual imaging attachment. In manual, HHSD and RAS suturing 

operation entirely depend on the surgeon’s hand and eye coordination and 

experience.   

Human being who were performing task with sharp tools and machinery are 

more susceptible to antebracium skin laceration while performing industrial 

task. The Antebrachium is more vulnerable to cuts and deep laceration while 

performing different tasks in industries or daily routine work.  In order to 

provide solutions to antebrachium laceration for the speedy recovery of 

employees, shorter hospital stay, less blood loss, less operating time for ex-vivo 

skin laceration, and limited or no dependence on surgeons manipulability a 

robotic system is required. This brings a new domain of specific application 

robots for wound closure. 
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The objective of the thesis is to design a novel suturing robotic for Antebracium 

Ex-vivo skin laceration that can provide a feasible solution for skin closure.  

The research is intended to perform an automatic suturing in a simulation model 

in which trajectory planning of the robot end-effector will be taken into account, 

accordingly suturing of cut will be done. Using this simulation model that helps 

surgeons to simulate the surgery which is going to be performed[1][2][3]. The 

Simulation model development will help the surgeon to assess suture points and 

implement it in the simulation model irrespective of the surgeon's training, 

experience and working condition. The lack of skill and expertise in operating 

the laparoscopic surgery leads to difficulty in operating it quickly and 

efficiently[4][5].  Availability of less number of skilled surgeons in the market 

increases the cost of simple operation task like suturing. The integration of 

robotics in surgery with automation makes the system more reliable and 

improve operations performance[6][7]. 

 

Figure 1.1. Laparoscopic surgery through DA-Vinci Robot [8] 

1.2 PROPOSED METHODOLOGY 

The goal of the research is to reduce the operating time of surgery, potential 

access to robots during surgery and to develop the automatic suturing robot 

simulation model for complex suturing tasks[9][10].  
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Figure 1.2 shows the proposed system methodology flow diagram for novel 

Antebrachium Laceration Suturing Robot (ALSR). The flow diagram consists 

of four sections which is discussed in four chapters. The first section is 

laceration detection where with the use of machine vision and interactive image 

segmentation, the antebrachium skin laceration way points has been estimated. 

These coordinated were fed to the second section consists of kinematic 

modeling where inverse kinematic modelling has been used to estimate the joint 

motion of ALSR. The estimated joint motion of ALSR is taken as the desired 

motion and provided this as an input to the DOB control to perform the 

trajectory tracking control of ALSR. The fourth section consists of ALSR itself 

having torque as an input to actuators and sensors provide the actual joint 

variables which is again fed back to the DOB based CTC control to achieve zero 

tracking error. 

 

Figure 1.2: Proposed system methodology flow diagram for ALSR 
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1.3 PRINCIPLE CONTRIBUTION 

The principal contribution of this research is the design of a novel robotic 

system for the suturing of antebrachium skin laceration. This research aims to 

provide an automatic suturing robot for ex-vivo skin laceration. This can be 

operated by a novice surgeon for small antebrachium laceration. 

• Design of a novel suturing robot for the antebrachium laceration 

suturing application. 

• The extraction of the desired trajectory waypoints by using interactive 

skin laceration segmentation techniques.  

• Derivation of disturbance observer-based assisted control for the 

disturbance compensation and accurate joint torque estimation. This 

observer model can be used for disturbance estimation in other 

manipulators by providing joint velocity and joint acceleration. 

• Development of a virtual simulation environment to analyzing the 

feasibility test of the designed robot at a low cost. The testing of control 

algorithms using virtual simulation. 

• Development of hardware model for the proof of concept. 

1.4 THESIS ORGANIZATION 

The decomposition of the entire research work is in the form of chapters. 

Following are the organization of chapters is the sequential problem-solving 

structure to form the thesis. 

• Chapter 2 illustrates the review of the vast literature of robotics in 

surgery, related to their robot selection, proposed methods and their 

limitations. 

• In Chapter 3, the generalized robot kinematics and dynamics (GKM & 

GDM) of the n-DOF robot manipulator were discussed. 
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• Chapter 4 the design and computation of kinematics and dynamics of 

Antebrachium Laceration Suturing Robot (ALSR) based on GKM and 

GDM were computed.  

• Chapter 5 The Skin Laceration detection and Segmentation were 

discussed using the Image Segmentation technique to have the desired 

trajectory for ALSR. 

• Chapter 6 presents the results of the performance analysis of various 

control schemes to obtained precise trajectory tracking of skin laceration 

for suturing. The work is concluded in Chapter 7, with the conclusion 

and an enumeration of the possible extension of the present work for 

future research. 

 

 



 

7 

 LITERATURE REVIEW  

The chapter gives an overview of the previous studies conducted in the field of 

surgical robotics. Robotics is one of the emerging and innovative fields of 

research in universities for the last two decades. The robot was first introduced 

in 1920 by Karl Capek. There is no fixed definition of the robot but as per the 

Robot Institute of America (RIA): A robot is a programmable multifunctional 

manipulator designed to move material, parts, tools, or specialized devices 

through variable programmed motions for the performance of a variety of task. 

Robotics is the engineering science and technology that has applications mainly 

in the area of Military applications, intelligent home applications, industrial 

automation, health services, and Outer space applications[11]–[14]. The robotic 

unmanned spacecraft is used as the key to exploring the stars, planets, etc. 

With the development of electronic technology like the very large scale of 

integration (VLSI), the ultra large scale of integration (ULSI) and the Giga scale 

of integration (GSI) and new sensor robots are using in very new areas. Robotics 

now play a vital role in the area like Aerial Robotics, Assistive living, Bioenergy 

and Self-Sustainable, Biomimetic and neuro-robotics, Medical robotics, 

Nonlinear robotics, Robot vision, Safe human-robot interaction, Self-repairing 

robotics systems, Smart automation, Soft robotics, Swarm robotics, 

Unconventional computation, etc. 

2.1  APPLICATION OF ROBOTICS IN HEALTHCARE  

The synergy between healthcare and robotics is deeply intertwined in the field 

of surgery, which provides great aid to the surgeon’s hand. Overall assessment 

of surgical care includes simulation training, preoperative planning and 

rehearsal, intraoperative navigation, post-operative assessment, open surgery, 

minimal invasive and remote surgery. The robotic surgery reduces surgical 

trauma, diminishes tissue damage, improves the recovery period of the patient, 
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appreciates the operation without tremor and favors precise micro motions aided 

with micro-forces. 

Robotic Assistive Surgery (RAS) includes a motorized system to control the 

motion of the intervention suite. However, in Computer Assisted Surgery 

(CAS), the computer interface assists to doctor and controlling the intervention 

suite manually. CAS is generally used for the detection of tools, motion 

planning, identification of cut, cancer cells, etc.  RAS considers the robot as the 

patient side manipulator (PSM) that can be autonomous or telemetry, controlled 

by the Master tool manipulator (MTM) which gave manipulability capability to 

the doctor intelligence can be seen in Figure 2.1.  In CAS, the end tool operating 

the person is directly manipulated by the surgeon’s hand while in RAS the 

operating end tool is a robotic arm controlled by the surgeon’s Inputs this is the 

major difference between CAS and RAS. 

 

Figure 2.1: Robot Assistive surgery (Modified from Okamura, Allison M. 

2010)[15] 
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 RAS provides human dexterity and ergonomics make the system more reliable 

with less tremors and more robust to human errors. The upcoming technology 

not only focuses on the enhancement of MIS surgery but also focused on the 

localization of foreign bodies. The different assistive robots are used to provide 

aid to elderly or handicapped people like Cody, Hybrid Assistive Limb (HAL) 

and many more. The pros and cons of the assistive robot can be seen in Table 

2.1 

Table 2.1: Pros and Cons of different assistive devices 

Assistive Device Salient pts. Limitations 

SENsor- Aided 

intelligent 

wheelchaiR 

navigatIOn 

(SENARIO) [16] 

a) High level navigation to 

wheel chair. 

b) Works in semi 

autonomous  with the 

help of joystick or 

voice commands. 

c) In autonomous modes, 

follows recorded paths. 

a) In autonomous 

mode, navigation is 

limited to defined 

paths. 

b) Voice commands 

need proper filtering 

of noise, due to the 

shivering voice of 

the elderly people. 

VAHIM [17] a) Works in manual mode 

with anti-collision 

system. 

b) In assisted manual mode, 

it uses wall following or 

obstacle detection. 

c) In automatic mode, it 

uses globally planned 

paths. 

 

Wheelesley[18]  a) Equipped with graphical 

user interface in place of 

joystick. 

For people with limited 

upper body mobility 

Navcha [19], [20],  

SIAMO, Rolland  

a) Automated navigation 

system. 

 

Kuno [21] a) Caregiver following 

wheel chair 

 

Electrooculography 

(EOG) [22], [23]  

a) These wheelchairs 

works based on the 
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retina movement of 

the user. 

b) Electrodes are placed 

around the eye to 

capture the eye 

movement. 

Direction gazing 

[24], [25] 

a) Works on the 

movement of camera 

(placed in active or 

passive way) mounted 

with the wheelchair or 

user’s head. 

 

Brain actuated 

[26], [27] 

a) Works on Brain-

computer interface. 

b) EEG signals via 

passive electrodes are 

used to capture the 

brain signals. 

a) Aged people may 

find it difficult to 

use. 

 

ROAD [28] a) Assists users in 

standing up, sitting 

down, and locomotion. 

b) Robot is connected via 

ceiling and provides 

locomotion over a 

predefined path. 

a) Most of the 

operations are 

addressed for lower 

limb rehabilitation. 

b) Infrastructural 

upgradation required. 

c) Navigation is limited 

to defined paths. 

Robot for 

Interactive Body 

Assistance (RIBA) 

(developed by 

RIKEN-TRI 

Collaboration 

Center for Human- 

Interactive Robot 

Research) [29]  

a) Strong and versatile to 

lift up patients. 

b) Could be used for 

modifying lifting 

trajectories, 

caregiver’s 

instructions, voice 

commands, etc. 

a) Highly sophisticated 

b) Risk of slippage 

from robotic arms 

(user safety). 

 

Intelligent Sweet 

Home (ISH) [30], 

[31] 

a) A smart house consists 

of various assistive 

robotic subsystems 

such as an intelligent 

bed, robotic hoists, 

a) Highly sophisticated 

b) Need modifications 

to infrastructures 
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intelligent wheelchair, 

etc. 

b) All the devices are 

connected. 

Home Lift, 

Position and 

Rehabilitation 

(HLPR) 

(developed by 

National Institute 

of Standards and 

Technology, 

USA)[32]–[35]  

a) Multipurpose assistive 

chair for locomotion, 

transfer to toilet or bed, 

lift assistance and 

rehabilitation. 

b) Autonomous 

navigation 

a) Highly sophisticated 

b) Dimensions of HLPR 

is constrained for 

operations in small 

spaces. 

 

2.2 MECHANICAL DESIGN CONSIDERATION 

Specific applications of the robot decide its design and structure. The design of 

a robot for surgical task need to have high precision, high stiffness and limited 

dexterity, which is suitable for needle placement in a sensitive organ like eyes, 

heart, brain, etc., orthopedic bone shaping, tumor removal and many other 

applications. The robot used for surgery usually has high gear ration, low speed, 

and low back-drivability. On the other hand, a robot used for Minimally 

Invasive Surgery (MIS) and complex surgery for soft tissues need to have high 

dexterity, compactness, and responsiveness. The robot usually has high speed, 

high back drivable mechanism, and low stiffness.  

Earlier the industrial robots were modified and adapted to the medical 

implementation. This helps the researcher to reduce cost and time for the 

development of the robot, increase rapid prototyping with high reliability with 

modification to assure safety and sterility. These specialized end-effector tools are 

required for tool holding, positioning, sniping, suturing, etc. which will decrease 

the task of assisting individuals and provides the satisfaction of control over 

surgery. The different control techniques are used to interface between the surgeon 

and surgical tools like a joystick, visual tracking, voice recognition, which makes 
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surgeons operate more intuitively. The perfect example of foot-actuated joystick 

and voice recognition is Aesop endoscopic positioner. Aesop and Zeus robots are 

capable of pivot along with the insertion point whereas the rotation of tool end 

effector at its distal point provides more tranquility to the surgeon. The above 

techniques were used by the DaVinci robot, which is commercially very 

successful. 

The variety of designs were proposed by numerous research groups who focused 

on the development of a robot that can provide high performance in a constrained 

environment. This introduces Minimal Invasive Surgery (MIS) to operate at a 

quarter-inch incision to reduce the loss of healthy tissues. For the construction of 

instruments for MIS investigated on different technologies such as cable-actuated 

wrists, shape memory alloy actuators, Micro hydraulic systems and electroactive 

polymers. 

The placement of the robot also plays an important role during surgery. Usually, 

the robots are mounted on the operation theatre floor, ceiling, or bedside of the 

patient. The mount of the robot is necessary to ensure that even if the patient moves 

the relative motion of the patient and the robot should not be changed. The robotic 

system was embedded with different sensory technology that helps in estimating 

the pose of the end effector, imaging environment, and different constraints. The 

robot should be able to maneuver along the patient's contour. The workspace of 

the robot should be free from geometrical constraints. Secondly, the images 

captured for processing should not interfere with the robot structure or actuators.   

2.3 CONTROL PARADIGMS 

The control of a surgical robot places a crucial role without which the robot 

cannot be considered safe and may lead to death. The placement of different 

sensors, dynamics tools, and vision systems was mounted on a robot, which is 

controlled by the doctor w.r.t patient. Usually, the control of the robot can be 

done through the below three ways: 
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2.3.1 HANDS-ON COMPLIANT CONTROL 

Figure 2.2 shows the robotic tool or control handle, which is grasped by the 

surgeon's hand to locate the position of the robotic end-effector. It is dependent 

on the surgeon's eye-hand coordination. The force sensors provide intuitive 

feedback to the surgeon by providing, visual or sensory feedback. Robodoc, 

EndoBot, and many others are used for this purpose. The coordinates of the end-

effector can be continuously sent to the server for the track of operation.  

 

 

Figure 2.2: Different Types of End-Effector tools [36], [37] 

 

2.3.2 TELE-OPERATIVE CONTROL 

The robot in the healthcare industry used as a service robot and economic reasons 

may be the driving factor for its application. In healthcare, teleoperation plays an 

important role. 



 

14 

The Teleoperated system is such that it had a replica at the receivers end which 

mimics the function of the specialist side. It stands for the operating system from 

a distance. Human being controls teleoperated robots. The control signal is sent by 

a human that can be wired (through cables) or wireless. The need for the 

teleoperated system came from the urge to design and utilizes a device from a 

distance which can perform a controlled function. Tele-operation is different from 

telepresence. Telepresence refers to a group of technology which allows user sense 

to feel stimuli providing the presence of another individual. Telerobotics is the 

combination of these two fields, telepresence and teleoperation. A fully 

autonomous device is a robot. Teleoperator also called a telemanipulator if 

performs autonomous work then it’s called a telerobot. A teleoperated robot 

consists of a central processing unit that sends the data from the input device 

(generally haptic devices) to the microcontroller through wifi or cable. 

Microcontroller wifi module connected to it that reads received data and then 

actuators are energized since the most commonly used actuators are motors. The 

microcontroller decides the direction of operation of the motor i.e clockwise or 

anti-clockwise. 

Teleoperated robot systems have been developed for the operator to allow for 

various tasks via the remote control system. Teleoperation method, which is most 

frequently used in typical teleoperated robotic systems, and involves a master 

device that collects target task commands from an operator to a slave robot that 

carries out the commands. For example, Heikkila et al. proposed the functional 

design of a manufacturing robot cell [36]. Yamada et al. introduced the 

construction telerobot system with virtual reality [37]. Zhao et al. developed a 

construction telerobotic system that has wide applications in restoration work in 

stricken areas [38]. Kwon et al. developed a microsurgical telerobot system[39]. 

Geerinck et al. introduced the operability of an advanced demonstration platform 

incorporating reflexive teleoperated control concepts developed on a mobile robot 
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system [40]. The comparative study of different robotic solutions can be seen in 

Table 2.2. 

Teleoperations finds it’s applications in plenty of fields such as: 

a. Medicine  

b. Robotic Surgery 

c. Space Exploration 

d. Large Machinery management  

e. Disaster Management  

f. Elderly Care 

g. Bomb Disposal 

h. Remotely Operated Vehicle 

i. Handling Radioactive Material 

Other related healthcare benefits from robotics are Robotics in rehabilitation- 

Aims is to provide people with a tool that (slightly) compensates for their 

disabilities. 

In Robotic Surgery, the surgeon directs the desired motion of the robot through 

an interface device where PSM control MTM. Through the visual interface, 

surgeons can have an inside view of the patient. The interfacing device 

replicates the movement of the surgeon's hand to robot motion. Through haptic 

interface force feedback was provided to make surgery more intuitive to the 

surgeon. An example includes the most widely used teleoperated robot i.e. 

DaVinci Robot. 

Table 2.2: Comparative Study of different Robotic Solutions 

Robotic Solution 
Brief About the 

Robotic Solution 
Specialty Year Category 

PROBOT[9] 

Is a floor robot which 

can be used for 

teaching advanced 

control technique 

Prostatecto

my 
2004 

Stand-

alone 

device 
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ROBODOC 

(Integrated 

Surgical Supplies 

Ltd. from 

Sacramento, CA, 

USA) [41] 

To create a robotic 

surgery system that 

would redefine 

precision in joint 

replacement 

procedure. 

Hip 

replacemen

t surgery 

2006 

Hands-on 

compliant 

control 

FIPS Endoarm 

[42] 

4 DoF, maintain an 

invariant point of 

constraint motion, 

FIST Endoarm was 

remotely controlled 

with a finger ring that 

was clipped to the 

surgeon’s instruments. 

  
Tele 

Robotic 

Endoassist 

(Armstrong 

Healthcare Ltd.) 

[43] 

A robotic camera 

holder, allows the 

surgeon to control its 

movement with the 

surgeon’s head 

movement. 

  
Tele 

Robotic 

Gagner et al. 

6 DoF prototyped 

robotic surgical 

assistant, controlled 

via a joystick by the 

surgeon in a remote 

room. 

Laparoscop

ic surgery 
1993 

Tele 

Presence 

da Vinci Surgical 

System (Intuitive 

Surgical 

Inc.)[44]–[46] 

It is designed to 

facilitate complex 

surgery using the 

minimally invasive 

approach and is 

controlled by a 

surgeon from a 

console 

Urological, 

Gynecologi

cal and 

gastronomi

cal surgery 

[47], [48], 

Cardiac 

Surgery 

1999 
Tele 

Robotic 
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da Vinci Surgical 

System S model 

Improved robotic arm 

movements, console 

display, and simpler 

setups 

[49], [50], 

Abdominal 

surgery[51]

, [52] 

2006 

da Vinci Si 

Offers dual consoles 

for simultaneous 

operations of two 

individuals 

2009 

ZEUS (Computer 

Motion Inc., 

Goleta, CA) [46] 

Operates in master-

slave mode, helps 

surgeon (master) to 

operate a console, 

which controls a robot 

(slave). 

Cardiac 

surgery[53] 
1994 

Tele 

Robotic 

Automated 

endoscope system 

for optimal 

positioning 

(AESOP) 

(Computer 

Motion, Santa 

Barbara, CA, 

USA) [28], [54]–

[56] 

The robotic system 

has an end effector 

that is adaptive to hold 

surgical instrument 

such as an endoscope 

Urological, 

Laparoscop

ic surgery 

1994 

Voice 

Controlled/ 

Tele 

Robotic 

SGRCCS [57] 

A modified version of 

AESOP, to work on 

color tracking 

mechanism. 

 1999 
Tele 

Robotic 

Advanced robotic 

telemanipulator 

for minimally 

invasive surgery 

(ARTEMIS)[51], 

[58] 

6 DoF. Voice-

controlled, finger-ring 

joystick. It is having 

force-feedback. 

 1999 
Tele 

Robotic 
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Laprotek (Brock-

Rogers, Boston, 

USA)[59] 

It provides 6 DoF and 

the system is moved 

by mechanical metal 

cables. Control of end 

effectors is realized by 

electronic data gloves. 

 2000 
Tele 

Robotic 

 

2.3.3 PRE-PROGRAMMED, SEMI–AUTONOMOUS CONTROL 

In this, the extensive details of robot movement feed and saved to the system, 

which made the robot to move and articulate according to the parameters. 

Generally, the parameters are fetched from the image and processed further 

according to the requirement. The use of a dynamic system which is robust to 

the disturbance parameters.  

 

Figure 1.5: Pre-programmed or Semi-Autonomous Robot. (a) Self-Actuating 

Flexible Needle System. (b) STAR  (c) Acrobot (Modified From Simon 

Leonard 2014, FO Maria Joseph 2015). 
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Examples as shown in Figure 1.5 include Smart tissue anastomosis robot 

(STAR), Self-Actuating Flexible Needle System, Acrobot, and many more in 

which the insertion point, cutting path, suturing points are pre-programmed and 

pre-define. The robot is guided with the help of visual feedback which makes 

the system real-time operated with minimal error. 

2.4 SURGICAL SIMULATION 

 The simulation tool provides an added advantage to the surgeon to analyze the 

work environment of surgery and can rehearsal before performing complex 

surgery. Training of young surgeons in the simulation environment, prepare 

them to perform in the real world without any hesitation. Robotic simulator 

when integrating/fused/collaborate with Virtual Reality (VR) provides an 

eminent platform for treating human conscious and subconscious psychology 

which effect directly on physiological health. Some People who are afraid of 

few or something that always stays in their subconscious mind, which affects 

their psychology and different biological activity deeply due to which early age 

heart failure, disturbance in hormonal activity, instability in mind may occur. 

Therefore doctors take the help of the integration of a robotic simulator with 

virtual reality in which the patient asked to sit, stand, or lay down on the 

simulator wearing the VR glasses. This made the patient face its fear and help 

them to overcome it. During this activity, the different biological parameters are 

measure, updated on patient profile directly through IoT that help doctors as well 

patient to monitor the updated patient health, and can have a record of it for the 

future regime. 
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Table 2.3: Different Simulators for treatment of different diseases 

 

Table 2.3 describes the different simulators used to treat different diseases, 

which enable patients and doctors to monitor, record, and treat different real-

time biological parameters. 

Simulators Treatment  of Diseases 

Sacral nerve 

stimulators [54] 

Helps to treat chronic Pelvic Pain, constipation, interstitial 

cystitis, and different urinary disorder such as urge 

incontinence, non-obstructive urinary retention, overactive 

bladder, and fecal incontinence.  

Artificial 

cardiac 

pacemakers[33]  

Helps in the treatment of heart blockage, arrhythmia, Sinus 

Syndrome which causes irregular blood flow due to the 

dysfunctioning of the heart, which may lead to angina, 

syncope, dizziness, heart attack, or heart failure. 

Deep brain 

stimulators 

[35,36] 

Treatment of epilepsy, dystonia, brain essential tremors, 

Parkinson's disease, Tourette's syndrome, chronic pain, and 

obsessive-compulsive disorder.  

Vagus nerve 

stimulators  

Used to treat an inflammatory disorder of joint diseases, 

gastrointestinal tract, epilepsy, heart, and depression.  

Spinal cord 

stimulators [32] 

Helps to restore sensory, motor functioning, synapse, 

ischemic diseases and failed back surgery. 

Transcutaneous 

electrical nerve 

stimulators 

[22,36] 

Helps to treat pain like lower back pain, labor pain, 

musculoskeletal pain, neck pain, and used in dentistry. 

Obesity 

Simulator 

Help to treat Bariatric Patient  
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Table 2.4: Different Suturing tools and their operations [60] 

Technology Operations Parameters Limitations 

Linear 

Staplers [61], 

[62] 

Stapling of six 

lines of titanium 

clips with cutting 

between third and 

fourth line 

Different height 

of clips for the 

vascular and 

intestinal division 

Angulation of tip 

Useful and safe for 

intestinal anastomosis, 

but not for the creation 

of neobladder owing to 

the lack of absorbable 

clips 

Circular 

Staplers [63], 

[64] 

End-to-end 

anastomosis by 

stapling the two 

sides of the bowel 

following purse-

string suture 

Different sizes of 

the device for 

different 

indications 

• Mainly used in 

laparoscopic 

abdominal surgery 

• Theoretically useful 

in urology during the 

creation of a sigmoid 

neobladder  

Endo Stitch™ 

(Medtronic 

Minimally 

Invasive 

Therapies, 

USA [65] 

A straight needle 

with the centrally 

fixed suture is 

moved from one 

jaw to the other 

• Flexible tip 

(SILS™ Stitch 

(Medtronic 

Minimally 

Invasive 

Therapies, 

USA)) 

• Motorized 

device 

(Autostitch –

experimental) 

• Very useful for 

continuous sutures 

(such as suturing the 

bowel or bladder) 

• Limited for fine 

sutures owing to 

stitching  

Suture 

Assistant 

(Ethicon, 

USA) 

[65]–[67] 

Straight needle for 

the single pass with 

a pretied knot 

None 

• Predominantly used 

for percutaneous 

pyeloplasty in 

urology 

• Continuous suture 

impossible  

SEW-

RIGHT® 

(LSI 

Two built-in 

needles for 

interrupted sutures 

None 

Thick tissue is an issue 

for the jaws of the 

instrument 
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Solutions Inc., 

USA) [18,19] 

Ti-KNOT® 

(LSI 

Solutions Inc., 

USA)[68]  

A knot-tying 

device using a 

titanium cylinder 

to lock the knot 

Modified for 

cardiac surgery 

• Not useful for 

urology owing to 

the titanium 

cylinder fixing the 

knot 

• Interrupted sutures  

OverStitch® 

(Apollo 

Endosurgery 

Inc., USA) 

[69] 

Spring-loaded 

curved suture with 

the suture fixed 

distal to the end 

Developed for 

natural orifice 

transluminal 

endoscopic 

surgery 

Might be useful for 

single-incision 

laparoscopic surgery 

Endo360°® 

(EndoEvoluti

on LLC, 

USA)[70]  

A preloaded 

curved needle is 

pushed 

mechanically 

through tissue 

Articulated tip 

Mainly used for 

bariatric laparoscopic 

surgery 

EndoSew® 

(Karl Storz 

GmbH and 

Co., 

Germany) 

[71] 

Stitch and knotting 

mechanism 
None 

Laparoscopic 

transportation of 

sutured tissue difficult 

and clumsy 

Table 2.4 illustrates the different suturing tools used in minimally invasive 

surgery and differentiate them with respect to their operations and tool 

specifications. This review enables us to select the appropriate end suturing tool 

for the Antebrachium Laceration modality. 

2.5 PROBLEM STATEMENT 

The present work involves the list of surgical robots as mentioned in the 

literature review. The maximum number of surgical robots consists of more than 

one arm in a robotic system. More number of arms consists of more number of 
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the actuator which enables the complex control system design. The surgeon also 

needs to go through a complex system of understanding to avoid any error. Even 

the most common repetitive task used in surgery having an “N” number of times 

needle tissue interaction is suturing, which inhabits the surgeon to ligate or 

approximate the tissue after surgery. To avoid large incision, heavy blood loss, 

human tremors, reduced time of operation, and precise suturing for the most 

common antebrachial laceration a robotic system is required.  

The STAR Robot [70] developed has a huge dependence on the vision-based 

control without 3D sensing the control of STAR Robot has limitations. Tele-

operated based surgery [54], [72], [73] relies on the surgeon's manipulability 

capability and prone to human errors. The manual filling is required for 

anastomosis suturing [74]. 
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 GENERIC KINEMATIC AND DYNAMIC 

MODELING OF N- DOF ROBOT MANIPULATOR 

In the current paradigm, there are vast changes in the standard of living. 

Therefore, to the easy life of humans the different robots has been introduced in 

different sectors of life such as healthcare robotics, cooking robot, cleaning 

robots, education robots, agriculture robot, etc [11], [15], [75]–[77]. This 

enables the huge domain to analyze the structure stability, motion, and control.  

The analysis of structural stability and control is only when the kinematics and 

dynamics of the system are known. Therefore, to compute the kinematics and 

dynamics of machinery the Generic Kinematic Model (GKM) and Generic 

Dynamic Model (GDM) are discussed. GKM and GDM help in computing 

kinematics and dynamics of the novel, novice, reconfigurable, and different n 

number of systems[78], [79]. This enables a rapid change in product design 

configurations, functionality, and applications. 

In contrast to the application of robots in industries from a half-century ago, to 

automate dangerous, dirty, and recurring tasks, in the current scenario 

automation in healthcare and medicine change the entire environment of 

medication and task performed[76][80]. The robotics in surgery provide a huge 

impact on early recovery, less operating time, and more reliable outcomes in 

some cases.  The basic task performed in any minor to major operation is 

approximating the tissues, which is commonly known as suturing. Suturing is 

an important, challenging, repetitive, and time-consuming task[62], [64].  To 

reduce operation time, blood loss, and achieve early recovery of the patient, 

accurate micro insertion the minimally invasive robot for suturing needs to be 

developed. Therefore, in this thesis, the novel Antebrachium laceration-suturing 

robot (ALSR) is discussed which is developed for antebrachium wound closure, 

which will reduce tissue trauma, human tremors, and aids healing. The 
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kinematic and dynamic model of ALSR has computed using GKM and GDM 

respectively.   

3.1 MATHEMATICAL MODELLING: 

The dynamic characteristics of a rigid body are determined to estimate the 

control specifications and performance estimation. The Euler Lagrange (EL) 

and Newton Euler (NE) formulation are the traditional algorithms used for 

computing mechanical system dynamics[81], [82]. In the Lagrange formulation, 

the derivation of the equation of motion considered the generalized coordinates 

independent of reference coordinate frames. The scalar quantity is used in the 

Lagrange coordinate system as it deals with the kinetic and potential energy of 

the system, which in turn eliminates the use of vectors and formulating by 

substituting one equation to another. Whereas in the Cartesian coordinate 

system the minimization of complex vectors takes place. Identifying the 

generalized coordinates of the system at the early stage of computation makes 

this method more prone to error[83], [84]. If wrong generalized coordinates are 

considered, the computed dynamics is not the dynamics of the system defined.  

The Euler Lagrange method is less efficient in computation with respect to 

Newton Euler in terms of multiplication, Addition, and Subtractions required to 

implement the algorithm[85]. Kane, Lagrange, and Wittenberg's algorithms 

were implemented algebraically. Each algorithm was analyzed according to 

their computation efficiency in calculating the dynamics of the 3R Puma 

robot[86]. 

 John M. HollerBack compared and analyzed the recursive Lagrange 

formulation with the different algorithms such as Uicker/Kahn, Waters, 

Hollerbach (4x4), Hollerbach (3x3), Newton-Euler, Horn Raibert according to 

the dynamic formulation complexity with n4 dependence in which n is taken as 

6. He proved that the recursive Lagrangian formulation may be the most 

convenient efficient dynamics formulation until 1980[87]. The Featherstone 
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algorithm is a lower-order algorithm work efficiently to find out the inertia 

matrix, forward, and inverse dynamics of the manipulator[88]. The decoupled 

Natural Orthogonal Complement (DeNOC) has proven to be a numerically 

stable algorithm for computing forward and inverse dynamics of the system 

[63], [83].  On the computation of dynamics of the system, there are series of 

dynamic terms for each joint representation from which there inertia and 

gravity-dependent terms along with few least significant terms[89], [90]. These 

least significant terms do not contribute significantly to the dynamics of the 

system. These terms can be removed from the equation in order to increase the 

computation efficiency of the system and reduce time latency for control 

analysis[86], [91]. 

In this chapter, the kinematics and dynamics of the novel Antebrachium 

laceration suturing robot were computed with the help of the Generic Kinematic 

and Dynamic Model. The Recursive Newton Euler algorithm is selected for the 

computation of kinematics and Dynamics of the ALSR because of its numerical 

stability and computation efficiency as proven by the literature [83], [85]–[88], 

[92], [93]. To achieve the ALSR dynamics in the desired form of the dynamic 

equation having Inertia matrix, Coriolis, centripetal Matrix, and gravity vector 

the Generic separation algorithm (GSA) was developed and implemented using 

MATLAB Software. 

3.2 GENERIC KINEMATIC MODEL FOR N-DOF: 

The proposed model for generic kinematic modeling for an n-DOF 

configuration having n number of structural joints having either rotational and/ 

or translational joints [94]. For the n-DOF structure model, the generic 

representing of Denavit-Hartenberg (D-H) parameters are presented in Table 

3.1, which shows the all-possible configurations of kinematic structures. Each 

joint can have six, possible positions of rotation and/ or translations. Either the 

Cartesian coordinate frame with x, y, z coordinates in a positive or negative 
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direction is used to represent the joint Vector Zi-1. To maintain the 

perpendicularity between the joint coordinate frames, there will be the five 

possible twist angle αi which are  0,±180,±90.  

Table 3.1: D-H parameter of n-DOF Generic Kinematic model. 

𝒊 𝒅𝒊 𝜽𝒊 𝒂𝒊 𝜶𝒊 

1 𝑅1𝑑𝐷𝐻1 + 𝑇1𝑑1 𝑅1𝜃1

+ 𝑇1𝜃𝐷𝐻1 

𝑎1 0,±180, ±90 

2 𝑅2𝑑𝐷𝐻2 + 𝑇2𝑑2 𝑅2𝜃2

+ 𝑇2𝜃𝐷𝐻2 

𝑎2 0,±180, ±90 

: : : : : 

𝒏 𝑅𝑛𝑑𝐷𝐻𝑛 + 𝑇𝑛𝑑𝑛 𝑅𝑛𝜃𝑛

+ 𝑇𝑛𝜃𝐷𝐻𝑛 

𝑎𝑛 0,±180, ±90 

 

𝑅𝑖 and 𝑇𝑖 represents the rotational and translation joint respectively. 𝑅𝑖 and 𝑇𝑖 

helps the generic D-H model to provide the variability to the selection of joint. 

The selection of joint in the n-DOF generic kinematic model is expressed in the 

following equations Eqn. (3.1) and Eqn. (3.2). 

  When the joint is revolute then 𝑅𝑖 = 1 and 𝑇𝑖 = 0   (3.1) 

  When the joint is prismatic then 𝑅𝑖 = 0 and 𝑇𝑖 = 1 (3.2) 

The different configuration of the robot with constant DOF can be achieved by 

altering the modular parameter of each joint. The joint’s modular parameter (𝐾𝑆𝑖 

and 𝐾𝐶𝑖) and can be expressed as below: 

𝐾𝑆𝑖 = sin𝛼𝑖 (3.3) 

𝐾𝐶𝑖 = cos 𝛼𝑖 (3.4) 

The six possible position of the joint vector 𝑧𝑖−1 provides the variability of 

modular joints. [95], [96] state that three can be 24 unique possible coordinate 

frames with 𝑥𝑖−1 and 𝑦𝑖−1 having four orientation on the selection of each joint 



 

28 

vector 𝑧𝑖−1. Figure 3.1 represents the possible position of the joint vector 𝑧𝑖−1 

for the joint i-1. 

 

Figure 3.1: Possible position of joint Vector of joint i-1 [42] 

The homogeneous transformation matrix is obtained by multiplication of all 

homogeneous matrices from base to end effector. For the n-DOF Generic 

Kinematic Model, the homogeneous transformation matrix can be represented 

as shown in Eqn. (3.5) 

𝐴𝑖
𝑖−1

= [

cos(𝑅𝑖𝜃𝑖 + 𝑇𝑖𝜃𝐷𝐻𝑖) −𝐾𝐶𝑖sin(𝑅𝑖𝜃𝑖 + 𝑇𝑖𝜃𝐷𝐻𝑖) 𝐾𝑆𝑖sin(𝑅𝑖𝜃𝑖 + 𝑇𝑖𝜃𝐷𝐻𝑖) 𝑎𝑖cos(𝑅𝑖𝜃𝑖 + 𝑇𝑖𝜃𝐷𝐻𝑖)
sin(𝑅𝑖𝜃𝑖 + 𝑇𝑖𝜃𝐷𝐻𝑖) 𝐾𝐶𝑖 cos(𝑅𝑖𝜃𝑖 + 𝑇𝑖𝜃𝐷𝐻𝑖) −𝐾𝑆𝑖 cos(𝑅𝑖𝜃𝑖 + 𝑇𝑖𝜃𝐷𝐻𝑖) 𝑎𝑖 sin(𝑅𝑖𝜃𝑖 + 𝑇𝑖𝜃𝐷𝐻𝑖)

0 𝐾𝑆𝑖 𝐾𝐶𝑖 𝑅𝑖𝑑𝐷𝐻𝑖 + 𝑇𝑖𝑑𝑖

0 0 0 1

]   
(3.5) 

Where,  𝑖 = 1, 2, … , 𝑛 

 

3.3 THE N-DOF GENERIC DYNAMICS MODEL BY NEWTON 

EULER: 

The Newton Euler formation for dynamics modeling is based on newton’s 

second law and d’Alembert Principle in which all the forces acting on a generic 

manipulator is been balanced. The set of equations developed on balancing the 

equations whose structure will provide a recursive solution to robot manipulator 

dynamics[97]. The recursive solution is subdivided into Forward Recursion 
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followed by backward Recursion. The forward Recursion provides the 

kinematic relationship of a moving coordinate frame, which infers the 

propagation of velocity and acceleration in consecutive links, followed by 

backward recursion for propagating forces and moments. 

The generic augmented link is considered as Link 𝑖 of the manipulator, which 

is connected between joint 𝑖 and joint 𝑖 + 1. The kinematic chain of the 

manipulator is been computed with reference to the initial frame {0}. The frame 

of a link I can be seen in Figure 3.2 at the end of the generic joint 𝑖 having frame 

{ 𝑖 -1} and frame { 𝑖 }. In Figure 2 the first two links of n-DOF GDM are 

illustrated with its possible different joint configurations. 

 

Figure 3.2: Representation for preceding two links of n-DOF GDM. 

For the generic augmented link, the generic center of mass and moment of 

inertia has a direct relation with the dimensions of the link 𝑖 of the manipulator. 

The generic center of mass coordinate and its respective moment of inertia can 

be represented by 𝑃𝑐𝑖 and 𝐼𝑖 as shown in Eqn. (3.6) and (3.7) respectively. 
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𝑃𝑐𝑖 = 

[
 
 
 
 
 −cos(𝜃𝐷𝐻𝑖)

𝑎𝑖

2

𝐾𝐶𝑖sin(𝜃𝐷𝐻𝑖)
𝑎𝑖

2
− 𝐾𝑆𝑖

𝑑𝐷𝐻𝑖

2

−𝐾𝑆𝑖sin(𝜃𝐷𝐻𝑖)
𝑎𝑖

2
− 𝐾𝐶𝑖

𝑑𝐷𝐻𝑖

2 ]
 
 
 
 
 

  , 𝑖 = 1,2, . . . . , 𝑛 

 

(3.6) 

𝐼𝑖 = [

𝐼𝑥𝑖 0 0
0 𝐼𝑦𝑖 0

0 0 𝐼𝑧𝑖

] , 𝑖 = 1,2, . . . . , 𝑛  

 

(3.7) 

3.3.1 FORWARD COMPUTATION FOR VELOCITY AND 

ACCELERATION: 

According to the D-H Parameters in Table 1 the joint coordinate frames are 

assigned can be seen in Figure 1. The upper 3𝑋3 submatrices of homogenous 

transformation matrices for each generic joint 𝑖 represented as rotational 

matrices, as shown in Eqn. (3.8). The upper right  3𝑋1  submatrices of 

homogenous transformation matrices are position vector for each joint 𝑖, as 

shown in Eqn. (3.9).   

𝑅𝑖
𝑖−1

= [

cos(𝑅𝑖𝜃𝑖 + 𝑇𝑖𝜃𝐷𝐻𝑖) −𝐾𝐶𝑖sin(𝑅𝑖𝜃𝑖 + 𝑇𝑖𝜃𝐷𝐻𝑖) 𝐾𝑆𝑖sin(𝑅𝑖𝜃𝑖 + 𝑇𝑖𝜃𝐷𝐻𝑖)
sin(𝑅𝑖𝜃𝑖 + 𝑇𝑖𝜃𝐷𝐻𝑖) 𝐾𝐶𝑖 cos(𝑅𝑖𝜃𝑖 + 𝑇𝑖𝜃𝐷𝐻𝑖) −𝐾𝑆𝑖 cos(𝑅𝑖𝜃𝑖 + 𝑇𝑖𝜃𝐷𝐻𝑖)

0 𝐾𝑆𝑖 𝐾𝐶𝑖

] ,

𝑖 = 1,2, . . . . , 𝑛 

 

(3.8) 

Transpose of all rotational matrices 
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The generalized position vector of the manipulator. 

 

The linear and angular velocity for a generic augmented link can be presented 

as shown in Eqn. (3.11).  

   

The linear and angular acceleration for a generic augmented link can be 

presented as shown in Eqn. (3.12)  

�̈�𝑖
𝑖−1 = [

0
0
𝑑𝑖
̈
] ,   �̈�𝑖

𝑖−1 = [
0
0
𝜃�̈�

] , 𝑖 = 1,2, . . . . , 𝑛  (3.12) 

 

The angular velocity and angular acceleration for the Prismatic joint were given 

by the Eqn. (3.13) and (3.14) respectively. 

𝜔𝑖
𝑖 = 𝑅𝑖−1

𝑖  𝜔𝑖−1
𝑖−1, 𝑖 = 1,2, . . . . , 𝑛 (3.13) 

(𝑅𝑖
𝑖−1)𝑇

= [

cos(𝑅𝑖𝜃𝑖 + 𝑇𝑖𝜃𝐷𝐻𝑖) sin(𝑅𝑖𝜃𝑖 + 𝑇𝑖𝜃𝐷𝐻𝑖) 0
−𝐾𝐶𝑖sin(𝑅𝑖𝜃𝑖 + 𝑇𝑖𝜃𝐷𝐻𝑖) 𝐾𝐶𝑖 cos(𝑅𝑖𝜃𝑖 + 𝑇𝑖𝜃𝐷𝐻𝑖) 𝐾𝑆𝑖

𝐾𝑆𝑖sin(𝑅𝑖𝜃𝑖 + 𝑇𝑖𝜃𝐷𝐻𝑖) −𝐾𝑆𝑖 cos(𝑅𝑖𝜃𝑖 + 𝑇𝑖𝜃𝐷𝐻𝑖) 𝐾𝐶𝑖

] ,

𝑖 = 1,2, . . . . , 𝑛 

 

(3.9) 

𝑃𝑖
𝑖−1 = [

𝑎𝑖cos(𝑅𝑖𝜃𝑖 + 𝑇𝑖𝜃𝐷𝐻𝑖)
𝑎𝑖 sin(𝑅𝑖𝜃𝑖 + 𝑇𝑖𝜃𝐷𝐻𝑖)

𝑅𝑖𝑑𝐷𝐻𝑖 + 𝑇𝑖𝑑𝑖

] , 𝑖 = 1,2, . . . . , 𝑛 (3.10) 

�̇�𝑖
𝑖−1 = [

0
0
𝑑𝑖
̇
]  , �̇�𝑖

𝑖−1 = [
0
0
𝜃�̇�

] , 𝑖 = 1,2, . . . . , 𝑛   (3.11) 
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�̇�𝑖
𝑖 = 𝑅𝑖−1

𝑖  �̇�𝑖−1
𝑖−1, 𝑖 = 1,2, . . . . , 𝑛 (3.14) 

The angular velocity and angular acceleration for the Revolute joint in a generic 

manipulator can be calculated from Eqn. (3.15) and Eqn. (3.16) respectively. 

𝜔𝑖
𝑖 = 𝑅𝑖−1

𝑖 [ 𝜔𝑖−1
𝑖−1 + 𝑅𝑖(�̇�𝑖

𝑖−1)], 𝑖 = 1,2, . . . . , 𝑛 

 

(3.15) 

�̇�𝑖
𝑖 = 𝑅𝑖−1

𝑖 { �̇�𝑖−1
𝑖−1 + 𝑅𝑖 [�̈�𝑖

𝑖−1
+ 𝜔𝑖−1

𝑖−1  × �̇�𝑖
𝑖−1

]}, 𝑖 = 1,2, . . . . , 𝑛   

 

(3.16) 

The Linear velocity and Linear acceleration for Prismatic and Revolute joint 

can be calculated using the below mentioned generalized Eqn. (3.17) and (3.18) 

respectively  

𝑣𝑖
𝑖 = 𝑅𝑖−1

𝑖  𝑣𝑖−1
𝑖−1 + 𝑅𝑖[ 𝜔𝑖

𝑖 + 𝑅𝑖−1
𝑖 𝑃𝑖

𝑖−1] + 𝑅𝑖{𝑅𝑖−1
𝑖 [�̇�𝑖

𝑖−1 + 𝜔𝑖−1
𝑖−1 × 𝑃𝑖

𝑖−1]},

𝑖 = 1,2, . . . . , 𝑛 
(3.17) 

�̇�𝑖
𝑖 = 𝑅𝑖−1

𝑖 { �̇�𝑖−1
𝑖−1 + (𝑣𝑖 × 𝑃𝑖

𝑖−1 + (𝜔𝑖−1
𝑖−1 × (𝜔𝑖−1

𝑖−1 × 𝑃𝑖
𝑖−1))

+ 𝑅𝑖[ 2(𝜔𝑖−1
𝑖−1  

× (�̇�𝑖
𝑖−1 × 𝑃𝑖

𝑖−1 + �̈�𝑖
𝑖−1 × 𝑃𝑖

𝑖−1 + 𝜔𝑖
𝑖−1 × (�̇�𝑖

𝑖−1 × 𝑃𝑖
𝑖−1)]

+ 𝑇𝑖[2𝜔𝑖−1
𝑖−1 × �̇�𝑖

𝑖−1 + �̈�𝑖
𝑖−1]} , 𝑖 = 1,2, . . . . , 𝑛 

(3.18) 

In the below-mentioned Eqn. (3.19) the generic equation for the linear 

acceleration of the center of mass for n link. 

𝑣�̇�𝑖
𝑖 = �̇�𝑖

𝑖 + (𝑣𝑖
𝑖 × 𝑃𝑐𝑖

𝑖) + (𝜔𝑖
𝑖 × (𝜔𝑖

𝑖 × 𝑃𝑐𝑖
𝑖)), 𝑖 = 1,2, . . . . , 𝑛 

 

(3.19) 
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3.3.2  BACKWARD COMPUTATION FOR FORCE AND MOMENTS  

The forward computation velocity and acceleration of each link are computed. 

The force and moment per link are computed starting from the end effector of 

the robot and ending at the base link. Taking into consideration at no load at the 

end effector the force and moment at the end effector link (n) considered to be 

zero can be seen in Eqn. (3.20). 

𝐹𝑛
𝑛 = 0  and  𝜂𝑛

𝑛 = 0 (3.20) 

Therefore, taking velocity and acceleration into account the force and moment 

at each link can be computed using the following generalized equations for n 

DOF Eqn. (3.21) and Eqn. (3.22) respectively. 

𝐹𝑖
𝑖 = 𝑚𝑖

𝑖𝑣�̇�𝑖
𝑖, 𝑖 = 1,2, . . . . , 𝑛 

 

(3.21) 

𝑁𝑖
𝑖 = 𝐼𝑖

𝑖�̇�𝑖
𝑖 + 𝜔𝑖

𝑖 × [𝐼𝑖
𝑖𝜔𝑖

𝑖], 𝑖 = 1,2, . . . . , 𝑛 

 

(3.22) 

𝑓𝑖
𝑖 = 𝐹𝑖

𝑖 + 𝑅𝑖−1
𝑖 𝑓𝑖+1

𝑖+1 (3.23) 

 

𝜂𝑖
𝑖 = 𝑅𝑖+1

𝑖 𝜂𝑖+1
𝑖+1 + (𝑅𝑖𝑃𝑖

𝑖−1) × 𝑅𝑖+1
𝑖 𝑓𝑖+1

𝑖+1 + (𝑅𝑖𝑃𝑖
𝑖−1 + 𝑅𝑖𝑅𝑖

𝑖) × 𝐹𝑖
𝑖 + 𝑁𝑖

𝑖 (3.24) 

For the Prismatic joint, the force acting on the link is considered as the actuation 

torque as stated in Eqn. (3.25) while for revolute joint the torque acting on the 

link will be considered as the actuation torque stated in Eqn. (3.26).  

𝜏𝑖 = (𝑓𝑖
𝑖)𝑇𝑅𝑖−1

𝑖 �̂�0 (3.25) 

𝜏𝑖 = (𝑛𝑖
𝑖)𝑇𝑅𝑖−1

𝑖 �̂�0 (3.26) 
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The sequence of operations required to compute the dynamics of the system was 

represented in figure 3. The D-H parameters are the initial parameters required 

for the computation of the dynamics of a system. From the D-H parameters, the 

Homogeneous Transformation, Position, and Rotation matrices were computed. 

While implementing symbolic math function considering �̇�𝑖
𝑖−1as angular 

velocity and �̇�𝑖
𝑖−1as linear velocity and their respective derivatives represents 

their angular acceleration and linear acceleration. Implementing the forward 

computation algorithm on each joint with respect to its nature either revolute or 

prismatic their angular velocity, angular acceleration, linear velocity, and linear 

acceleration were achieved. Whereas in backward computation algorithm the 

total external torque and forces acting on each joint which in return provides the 

torque acting on each joint of the manipulator. 

The generalized dynamic equation of the n- DOF system is represented as 

mentioned in Eqn. (3.27). 

𝑀(𝑞)�̈� + 𝑁(𝑞, �̇�)�̇� + 𝐺(𝑞) =  𝜏  (3.27) 

Whereas the Generalized system Torque Vector (n x 1 dimension) is expressed 

as 𝜏, 𝑀 matrix represents the mass parameters of the manipulator also named as 

Inertia Matrix with n x n dimension. 𝑀(𝑞) is a The  positive symmetric  property 

of 𝑀(𝑞) matrix ensures the correct computation of the dynamics, 𝑁 matrix 

represents the Centrifugal and Coriolis Forces (n x 1 dimension), 𝐺 is the 

Gravitational Force Vector represents the dynamic terms associated with 

gravity having n x 1 dimension. Joint Angular Velocity Vector(�̇�) and Joint 

Position Vector (𝑞) was the function of time as per the desired joint trajectory 

as an input. The implementation of the GDM algorithm is done using the 

Symbolic algebra in Matlab Software.  
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Figure 3.3: Flow chart of dynamic calculation 
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3.4 GENERIC SEPARATION ALGORITHM (GSA): 

The resultant of the GDM algorithm provides the torque acting on each joint of 

the n-DOF manipulator in an unstructured form. To achieve the dynamics of the 

system in the form of Eqn. (3.27) the Generic Separation Algorithm (GSA) is 

used.  GSA discards the least significant terms of dynamics acting on each joint 

and decreases the computation load from the system for fast computation.  

The result of the Recursive Newton Euler Algorithm is the n number of 

equations representing forces and/or torque for n link of the system.  The force 

/torque equation of each link consists of four elements. The inertia matrix is the 

first element of the system, which defines the mass property of the link. The 

second element is the Coriolis vector, the third element is the centripetal Matrix 

that describes the centripetal force/torque acting on the link. The fourth element 

is the gravity vector, which describes the gravitation force acting on the link. 

 To segregate the elements of the dynamic equation from the respective torque 

and force element of each link. The torque for revolute joint and force acting on 

the prismatic joint is iterated through the Generic Separation Algorithm (GSA). 

The GSA is based on the elimination of unwanted terms and collecting and 

simplifying the terms associated with the coefficients of  �̈�𝑖 , �̇�𝑖 , 𝜃𝑖 .  
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Figure 3.4: The flow chart representation of the Generic Separation Algorithm 

 

3.5 MODEL EVALUATION: 

For the verification of the GKM and GDM, the dynamics of the two-link 

manipulator is used with three different configurations. The three different 

configurations of the two-link robot are as follows with their initial parameters: 

The dynamic analysis of the two-link different robot configuration was 

computed and verified from the literature. The  MATLAB simulation software 

was used for the dynamic computation and the MSC ADAMS software was 

used for motion and joint torque analysis of different robot configurations.  
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• Case 1: Two link robot with both revolute joint (2R) 

 

Figure 3.5: Structural Representation of two-link 2R configuration robot. 

The initial parameters considered for the Generalized Kinematic model (GKM) 

and DKM for the 2R robot are as shown in Table 3.2. 

Table 3.2: D-H Parameters for 2R Planar 

Parameters 

for 2R 

planar 

𝑹𝒊 𝑻𝒊 𝑲𝑪𝒊 𝑲𝑺𝒊 𝒅𝑫𝑯𝟐 𝜽𝑫𝑯𝟏 

(o) 

𝒂𝒊 𝜶𝒊 

Joint 1 1 0 1 0 0 𝜃1 𝐿1 0 

Joint 2 1 0 1 0 0 𝜃2 𝐿1 0 

Dynamic Equation of a two-link 2R configuration robot computed using the 

DKM algorithm is given in Eqn. (3.28)[98]. 

[
𝑚1𝑙𝑐1

2 + 𝑚2(𝑙1
2 + 𝑙𝑐2

2 + 2𝑙1𝑙𝑐2 cos(𝜃2)) + 𝐼1 + 𝐼2 𝑚2(𝑙𝑐2
2 + 𝑙1𝑙𝑐2 cos(𝜃2)) + 𝐼2

𝑚2(𝑙𝑐2
2 + 𝑙1𝑙𝑐2 cos(𝜃2)) + 𝐼2 𝑚2𝑙𝑐2

2 + 𝐼2
] [

�̈�1

�̈�2
]

− 𝑚2𝑙1𝑙𝑐2 sin(𝜃2) [
2�̇�1�̇�2 + �̇�2

2

−�̇�1
]

+ [
(𝑙𝑐1𝑚1 + 𝑙1𝑚2) cos(𝜃1)𝑔 + 𝑙𝑐2𝑚2 cos(𝜃1 + 𝜃2)𝑔

𝑙𝑐2𝑚2 cos(𝜃1 + 𝜃2) 𝑔
] 

 

(3.28) 
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• Case 2: a two-link robot with one revolute and another prismatic joint 

(RT) 

 

Figure 3.6: Structural Representation of a two-link RT configuration robot. 

The Initial parameters required for implementing n-GKM and n-DKM for RT 

robot are as shown in Table 3.3. 

Table 3.3: D-H Parameters for RT Planar robot manipulator 

Parameters 

for RT 

planar 

𝑹𝒊 𝑻𝒊 𝑲𝑪𝒊 𝑲𝑺𝒊 𝒅𝑫𝑯𝟐 𝜽𝑫𝑯𝒊 

(o) 

𝒂𝒊 𝜶𝒊 

Joint 1 1 0 1 0 0 𝜃1 0 90 

Joint 2 0 1 1 0 𝑑2 0 0 0 

The computed dynamic Equation of a two-link RT configuration robot is as 

stated in Eqn. (3.29). 

[
𝑀𝑅𝑇11 0

0 𝑚2�̈�2
] [

�̈�1

�̈�2
] + [

0
0
] [

�̇�1�̇�2

�̇�1�̇�2
] + [

0.25(𝑙1𝑚1 + 𝑙2𝑚2) cos(𝜃1) 𝑔
0

] (3.29) 

𝑀𝑅𝑇11 = 𝑙1𝑙2𝑚1𝛼1 + 0.25𝑙2
2𝑚2𝛼1 + 𝐼𝑍2𝛼1 + 𝑙2

2𝑚2𝛼1 + 0.25𝑙2
2𝑚2𝛼1

+ 𝐼𝑍1𝛼1 
(3.30) 
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• Case 3: Two link robot with both prismatic joints (TT) 

 

Figure 3.7: Structural Representation of a two-link TT configuration robot. 

Initial parameters required for implementing n-GKM and n-DKM for TT robot 

are as shown in Table 3.4. 

Table 3.4: D-H Parameters for TT Planar robot manipulator 

Parameters 

for TT 

planar 

𝑹𝒊 𝑻𝒊 𝑲𝑪𝒊 𝑲𝑺𝒊 𝒅𝑫𝑯𝟐 𝜽𝑫𝑯𝟏 

(o) 

𝒂𝒊 𝜶𝒊 

Joint 1 0 1 1 0 𝑑1 0 0 0 

Joint 2 0 1 1 0 𝑑2 0 0 0 

The computed generic dynamics of the 2 DOF having both prismatic joints (TT) 

configuration is stated in Eqn. (3.31)[98]. 

[𝑚2�̈�1 + 𝑚1𝑑1̈ 0
0 0

] [
�̈�1

�̈�2
] + [

0
0
] [

�̇�1�̇�2

�̇�1�̇�2
] + [

0
. 5𝑙2𝑚2 cos(𝜃2) 𝑔

] (3.31) 
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3.6 SUMMARY: 

 The contribution of this chapter is to enables the researchers to develop and 

model the n- DOF robot manipulator, which is having n number of applications 

in different domains like in industrial, healthcare, transportation, medical 

sciences, etc. This chapter illustrates the generalized kinematic modeling and 

dynamic modeling of the n-DOF manipulator named GKM and DKM 

respectively. The mentioned technique to identify the kinematics and dynamics 

of the system can be used to obtain parameters of modular robots. The use of 

modularity and reconfigurable robots in their respective domain will increase 

the effective utilization of robots and leads to the higher efficiency of time 

utilization. The novel generic separation algorithm (GSA) is used to 

automatically separate the dynamic parameters of the n-DOF manipulator. GSA 

provides an ease to the researcher to control each joint of the n-DOF 

manipulator with its type prismatic and/or rotational. The n-GKM and n-DKM 

have been evaluated by comparing the results of the proposed model with the 

standardized Euler Lagrange technique for 2R, RT, and TT cases. 
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 KINEMATIC AND DYNAMIC MODELING OF 

ANTEBRACHIUM LACERATION SUTURING ROBOT  

In recent decades, robotic researches have become great attention and has N 

number of applications in every field of research such as industrial, medical, 

agriculture, and so forth [98]. In industrial applications, robots are used for 

packaging, segregating, assembling, etc. Agriculture used for picking, 

collecting, and segregating fruits, vegetables, flowers, etc. In medical research 

is used as assistive robots, surgical robots, etc.[99] For every application, the 

requirement of robot configuration differs. Therefore, Robotic manipulators 

were developed with various types of joints such as rectangular, cylindrical, 

spherical, revolute, and horizontal joints to perform different tasks.  

The most commonly used robot in industrial and medical applications is 

Selective Compliance Assembly Robot Arm (SCARA) although the first robot 

was invented by Japan more than half-decade still it is an indispensable element 

in the automation industries. Speed, reliability, small workspace, and cost-

effectiveness make this robot widely used all over the world.  Figure 4.1 shows 

the RRPR robot manipulator manufactured by Rexroth is considered an object 

of interest, which is a four-axis horizontal joined articulated arm configuration. 

The first two joints of the robot are revolute to establish the horizontal position 

of the robot. The third joint is the prismatic joint which defines the vertical 

position of the end tool. Finally, the last joint will provide the tool orientation. 

Therefore it has RRPR Configuration with the cylindrical workspace [100].  

The integration of the smart instruments with the RRPR manipulator provides 

an edge to the application of RRPR in the field of Healthcare solutions.  
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Figure 4.1. RRPR Robot Manipulator (Center of Excellence Laboratory, 

U.P.E.S., Dehradun,India) 

 

This chapter is to illustrate, analyze, and evaluate the kinematic and dynamic 

modeling of the Antebrachium Laceration Suturing Robot (ALSR) using the 

GKM, DKM, and GSA techniques as mentioned in chapter 3. 

4.1 KINEMATIC MODELING OF ANTEBRACHIUM LACERATION 

SUTURING ROBOT (ALSR) 

The wide range of medical healthcare is equipped with robots in the current 

paradigm. The surgical robots play a crucial role in the healthcare domain. The 

increasing interest of robots in different surgical applications like orthopedic 

surgery, bariatric surgery, Cosmetic surgery, Ocular surgery, etc.[101], [102]. 

The surgical manipulator is widely used in various surgical applications like 

cutting, suturing, catering, etc. The impact of surgical robots in the healthcare 

domain is increasing day by day for the betterment of human beings. To develop 
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a robust and efficient system for surgical applications the estimation of 

Kinematics and Dynamics of the system is required. The surgical robot taken 

into consideration consists of RRPR (Two Revolute one Prismatic and one 

Revolute Joint) serial configuration with a suturing tool as an end effector. The 

RRPR Manipulators are widely used in various assembly applications like 

Cutting, Selecting, Segregating, Pick and Place, etc. It has a horizontal jointed 

articulated arm configuration manipulator. The end tool of the robot can be 

modified to perform various surgical tasks such as a holding camera and smart 

tools like endostitch, endosew, etc [77].  

In the research, the RRPR robotic arm has been integrated with the smart 

instrument designed for actuated suturing. The integration of RRPR with the 

smart suturing instrument for the application of Antebrachium laceration 

suturing is named as Antebrachium Laceration Suturing Robot (ALSR). The 

CAD model of the ALSR can be seen in Figure 4.2. The proposed surgical 

manipulator is chosen specifically for the suturing task and is assumed to have 

ex-vivo antebrachium laceration [103], [104].  
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Figure 4.2: CAD model of the Antebrachium Laceration Suturing Robot 

(ALSR) 

The main component of the ALSR consists of 4 degree of freedom (DOF) Serial 

manipulator with an actuated suturing tool and a Vision camera. The tool has 

two actuators, one to drive the jaws of the suturing tool by the static pin located 

at 22 mm pitch axis land one to perform shuttling of needle between the jaws.   

4.1.1 FORWARD KINEMATICS 

The frame assignment and joint angles of ALSR were assigned as per the 

Denavit Hartenberg (D-H) conventions.  Figure 4.3 represented the coordinate 

frame arrangements and joint angles of the ALSR. 
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Figure 4.3: Frame assignment of the Antebrachium Laceration Suturing Robot 

(ALSR) 

To identify the dynamics and kinematics of the manipulator the mass, link 

length and moment of inertia parameter are required. Therefore, Table 4.1 

illustrates the parameters taken into consideration during the modeling of the 

manipulator in simulation. 

Table 4.1: ALSR Robot Parameters and Their Value 

Parameters Value 

Mass of Link 1 ( 1m ) 3.1 Kg 

Mass of Link 2 ( 2m ) .85 kg 

Mass of Link 3 ( 3m ) .56 kg 

Mass of Link 4 ( 4m ) .24 kg 
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Link1 Length ( 1l ) .5 meter 

Link1 Length ( 2l ) .2 meter 

Link 1 Offset ( 1d ) 1.9 meter 

Link 3 Offset ( 3d ) .24 meter 

Link 4 Offset ( 4d ) 1.3meter 

Moment of Inertia  for link 1 ( 1I ) .5728 Kg.m2 

Moment of Inertia  for link 2 ( 2I ) .2130 Kg.m2 

Moment of Inertia  for link 3 ( 3I ) 1.64 Kg.m2 

Moment of Inertia  for link 4 ( 4I ) .567 Kg.m2 

Acceleration Due To Gravity  (g) 9.8 m/sec2 

 

The Denavit-Hartenberg (D-H) parameter of the ALSR robot are defined in 

Table 4.2 

Table 4.2: D-H Parameter of the ALSR Manipulator 

Parameters 

for RT 

planar 

𝑹𝒊 𝑻𝒊 𝑲𝑪𝒊 𝑲𝑺𝒊 𝒅𝑫𝑯𝒊 𝜽𝑫𝑯𝒊 

(o) 

𝒂𝒊 𝜶𝒊 

Joint 1 1 0 1 0 𝑙12 𝜃1 𝑙1 0 

Joint 2 1 0 1 0 0 𝜃2 𝑙2 0 

Joint 3 0 1 -1 0 𝑑3 0 0 180 

Joint 4 1 0 1 0 𝑙4 𝜃4 0 0 

 

The Ai represents the generalized Transformation Matrices of link 𝑖 can be 

seen from Eqn. (4.1) to Eqn. (4.3). 

ixaixdiziz RotTransTransRotAi  ,,,,=  (4.1) 
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The joint parameters as given in the D-H table and the transformation matrix 

defined as A-matrix for each joint have defined as follows from Eqn. (4.4) to 

Eqn. (4.7).  
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The Forward Kinematic Equation of the manipulator can be written as stated 

in Eqn. (4.8). 

1 2 4 1 2 4 1 1 2 1 2

1 2 4 1 2 4 1 1 2 1 24

0 1 4

12 3 4

( ) ( ) 0 ( ) ( )

( ) ( ) 0 ( ) ( )
...

0 0 1

0 0 0 1

Cos Sin l Cos l Cos

Sin Cos l Sin l Sin
T A A

l d l

        

        

+ − + − + + 
 

+ − − + − + +
 = =
 − + −
 
 

 
(4.8) 

On comparing the above Eqn. (4.8) with Eqn. (4.9)  



















=

1000

333231

232221

131211

4

0

z

y

x

drrr

drrr

drrr

T  (4.9) 

Where the arbitrary parameters are used in Eqn. (4.9) were illustrated in below 

from Eqn. (4.10) to Eqn. (4.17). 

11 1 2 4( )r Cos   = + −  (4.10) 

12 21 1 2 4( )r r Sin   = = + −  (4.11) 

22 1 2 4( )r Cos   = − + −  (4.12) 

023323113 ==== rrrr  (4.13) 

133 −=r  (4.14) 

1 1 2 1 2( ) ( )xd l Cos l Cos  = + +  (4.15) 

1 1 2 1 2( ) ( )yd l Sin l Sin  = + +  (4.16) 

12 3 4zd l d l= + −  (4.17) 

𝑑𝑥, 𝑑𝑦, 𝑑𝑧 represents the end-effector position and can be called a d matrix with 

a 3x1 matrix dimension and similarly R as a rotation matrix with a 3x3 

dimension.  
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The varying joint angles help in determining the respective suture tool position 

and orientation. 

4.1.2 INVERSE KINEMATICS 

Inverse Kinematics provides the joint angles of the ALSR from the coordinates 

of the suture tool position. To compute joint angles of the ALSR the 

transformation matrix Eqn. (4.18) from Forward kinematics were compared 

with Eqn. (4.19). The Inverse Kinematics was given by the set of solution of the 

equations as follows 

1 2 4 1 2 4 1 1 2 1 2

1 2 4 1 2 4 1 1 2 1 2

12 3 4

( ) ( ) 0 ( ) ( )

( ) ( ) 0 ( ) ( )

0 0 1 0 1

0 0 0 1

Cos Sin l Cos l Cos

Sin Cos l Sin l Sin R d

l d l

        

        

+ − + − + + 
 

+ − − + − + +    =   − + −  
 
 

 
(4.18) 

Since four DOF of ALSR matrix will not have a definite solution unless R is 

in the form as stated in Eqn. (4.19) 

















−

−

100

0

0





CosSin

SinCos

 (4.19) 

In this case, 1 2 4  + −  can be determined by Eqn. (4.20) and respective Eqn. 

(4.21) defined 2 . 

1 2 4 12 11tan( , )A r r   + − = =  (4.20) 

),1tan( 2

2 rrA −=  (4.21) 

Where the arbitrary constant 𝑟2 is stated n Eqn. (4.22) and Eqn. (4.23) 

illustrate the computation of  𝜃1.  

21

2

2

2

1

22

2

2 ll

lldd
r

yx −−+
=  (4.22) 

),tan(),tan( 222211 SlCllAddA yx +−=  (4.23) 
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The tool roll angle 𝜃4  from Eqn. (4.20) can be defined as stated in Eqn. (4.24) 

and Eqn. (4.25). 

 −+= 214  (4.24) 

),tan( 1112214 rrA−+=   (4.25) 

The prismatic joint variable 𝑑3 is associated with a sliding tool up and down 

with a tool roll axis. The vertical component of tool motion is uncoupled from 

the horizontal components. Finally, the prismatic joint 𝑑3 has given as stated in 

Eqn. (4.26).  

3 4zd d l= +  (4.26) 

4.2 ANTEBRACHIUM LACERATION SUTURING ROBOT DYNAMIC 

FORMULATION 

There is n number of methods to formulate the dynamics of the system such as 

Euler Lagrange, Recursive Lagrange, Newton Euler, Bond Graph, Featherstone, 

Wittenberg algorithms, etc. [87], [94].  From which Newton Euler and Euler 

Lagrange are commonly used algorithms. Newton Euler is considered to be 

more efficient with respect to Euler Lagrange because less number of addition, 

multiplication, and athematic operations are used.[105] Therefore, the 

computation of the surgical manipulator dynamic equation the Newton Euler 

formulation is chosen. The generalized dynamic expression for N degree of 

freedom (DOF) robot manipulator without disturbances (τdis) can be seen in 

Eqn. (4.27).[106]–[109] 

In this section, the dynamic model of the ALSR  is discussed. The Newton Euler 

and Euler Lagrange are the two common methods used for finding the dynamic 

equation. The dynamic equation of the ALSR is derived from the Newton Euler 

Method. The generalized dynamic expression for N degree of freedom robot 

manipulator can be expressed as below in Eqn. (4.27). 
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=++ )(),()( qGqqqNqqM   (4.27) 

Where Generalized Force Vector (n x 1 dimension) is expressed as 𝜏, 𝑀 is 

Inertia Matrix with the dimension of n x n. 𝑀(𝑞) is a positive symmetric matrix, 

𝑁 is Centrifugal and Coriolis Forces (n x 1 dimension),𝐺  is a Gravitational 

Force Vector, �̇� is Joint Angular Velocity Vector and 𝑞 is Joint Position Vector.  

The Inertia Matrix of the ALSR 4 DOF is as stated in Eqn. (4.28). 
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And Coriolis ( )(qN ) Matrix is calculated as the following Eqn. (4.29) 
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Gravity Matrix (G) can be written as Eqn. (4.30) 



















−
=

0

0

0

)(
4 gp

qG  (4.30) 

The ALSR  dynamic parameters as mentioned in Eqn. (4.28)  to Eqn. (4.30)  

can be seen in Appendix A. The ALSR manipulator Jacobian, With respect to 

the robot base frame, is as mentioned in Eqn. (4.31). 
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4.3 SUMMARY 

The mathematical modeling of ALSR is the primary aim of this chapter which 

includes the kinematic and dynamic equations of ALSR. The kinematic 

equations of ALSR depict the relationship between the joint angles of ALSR to 

the Suture tool end position by the use of forward and inverse kinematics. The 

dynamic equation of ALSR was computed using GDM and GSA technique 

illustrated in Chapter 3.  This chapter also covers the Jacobian transformation 

which helps in mapping the suturing tool velocity to the joint velocities of 

ALSR. 
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 SKIN LACERATION DETECTION 

In the biomedical imaging domain, the majority of image segmentation includes 

skin segmentation. The common difficulty faced by the researcher is to identify 

the skin segmentation as the skin texture varies from person to person. This 

produced ambiguous results for a set parameter threshold values. Interactive 

segmentation techniques have been used before to trace the part of the desired 

object from its background[110]–[112]. In the skin segmentation technique, the 

researchers frequently used the bounding box as an identifier around the desired 

object [113]. The ultimate goal of the researcher is to segment the desired object 

from its background with minimal efforts[114]–[116]. 

The chapter focuses on the technique where the researcher marks on the object 

of interest with respect to the background in order to seed segmentation known 

as marking based segmentation technique (MBST)[117], [118]. This approach 

requires less accurate input provided by the researcher to estimate the required 

region of interest (ROI). The bounding box based segmentation technique 

(BBST) for segmentation allows the researcher to draw a bounding box over the 

ROI[113], [119]. BBST approach is simpler but has less control over the output 

parameters whereas MBST results are relatively having more control and 

refined results. 

The marking based segmentation technique has been used by many researchers 

explicitly or conceptually[120]–[122]. MBST technique works outwards to the 

marked segment to attain the desired ROI. This method is useful to select the 

desired complex boundaries ROI. Thin and long objects are considered to be 

complex boundary objects because it is difficult for the researcher to mark the 

desired object pixels. This article illustrates the new method of interactive 

segmentation in which the researcher can mark the pixel of the desired object 

also termed as seeding to segment the image. The Euclidean distance Metric 

and Geodesic distance metric were the two different MBST techniques that were 
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implemented and compared in this article. Before implementing a segmentation 

algorithm some color-based preprocessing is required on the test image to 

achieve an indistinct color model irrespective of ambient lighting 

condition[123]. The chapter illustrates the segmentation of ex-vivo skin 

laceration termed as the Skin Laceration Detection System. 

5.1  REVIEW OF IMAGE SEGMENTATION IN MEDICAL 

DIAGNOSIS  

In medical diagnosis, the medical image segmentation is frequently used in 

various domains of medical research such as Microbiology, Pathology, 

Preoperative planning of different Surgeries, Radiology, Dermatology, etc[77]. 

The popular image segmentation use to analyze the health condition of patients 

are X-Rays, CT scan, MRI, etc. In Dermatology, a large amount of skin 

segmentation is required to detect minor cases like allergy, pimples to extreme 

cases like cancer and eczema. Skin lesion detection is the basic requirement for 

complex surgeries. Ex-vivo skin laceration detection the first step before any 

surgery. To detect the boundary of laceration the different segmentation 

techniques were used by the researchers such as K-means algorithm, Graph 

cut[117], [124], multiple thresholding [116], [125], adaptive GMMRF[126], 

Euclidean distance metric[127], [128], Geodesic distance metric 

algorithm[117], [129], etc. The boundary of skin lesions may vary with the inner 

surface. The results of ex-vivo skin lesion segmentation may vary with varying 

luminescence[115], [123].  

5.2  SKIN LACERATION DETECTION TECHNIQUE  

The laceration detection algorithm includes four major steps that include image 

acquisition, image preprocessing, feature extraction, and recognition. The skin 

phantom is used to detect the laceration using the proposed MBST. The test 

image for laceration detection can be seen in Figure 5.1.  
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Figure 5.1: Skin Phantom 

 

5.2.1 IMAGE ACQUISITION 

The test image can be captured in two ways: Real-Time and manual mode. In 

Real-Time Mode the test image will be captured using a digital camera and 

simultaneously the test image will pass on to further steps. In manual mode, the 

pre-existing image from storage in jpg format is feed to the system algorithm. 

5.2.2 IMAGE PRE-PROCESSING 

In this step, the essential modulation in the captured test image is done to feed 

the required correct information to the system algorithm. This includes resizing, 

Colour space correction, etc. of the test image. Resizing of the test image is used 

to maintain the uniformity in the size of the input test image. The colour space 

correction includes conversion of Input RGB image into other colour spaces 

such as Grey Colour space, HSV Colour space, etc.[116], [130]. In this proposed 

laceration detection algorithm, the RGB Colour Space has converted into HSV 

Colour Space. HSV includes two channels in which H represents the 

chrominance channel, S represents colour and luminance channel whereas V 
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represents the texture feature of an input image. The following are the equations 

of colour space conversion from RGB to HSV. 

 

𝐻 = cos−1 {
0.5[(𝑅 − 𝐺) + (𝑅 − 𝐵)}

[(𝑅 − 𝐺)2 + (𝑅 − 𝐵)(𝐺 − 𝐵)]0.5
} 

(5.1) 

𝑆 = 1 −
3

(𝑅 + 𝐵 + 𝐺)
[min (𝑅 + 𝐺 + 𝐵) (5.2) 

𝑉 =
1

3
(𝑅 + 𝐺 + 𝐵) 

(5.3) 

HSV colour space is robust to varying camera direction and illuminance. Figure 

5.2 represents the HSV Converted test image.  

 

 

Figure 5.2:  HSV Image of Skin Phantom 
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5.2.3 FEATURE EXTRACTION 

Feature extraction plays a major role in image segmentation. There is n number 

of ways to extract the desired features from the image. The 8 color features and 

5 texture features were extracted from the HSV color space of the desired object.  

The HSV color features include mean, standard deviation, skewness, Kurtosis, 

and so on. In texture features include energy, entropy, contrast, correlation, 

Homogeneity[127].  

In the proposed laceration detection system, the interactive selection of the color 

space of ROI is given by the researcher. As per the interactive selection made 

by the researcher, the above-mentioned color and texture feature from the 

converted HSV image is stored as a featured database which is therefore used 

as the desired feature by the algorithm. Figure 5.3 represents the desired feature 

of a skin laceration detection system. Similarly, the test image features were 

computed by the feature extraction technique.  

 

Figure 5.3: Interactive selection of desired HSV color space 
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Then the test image features were compared with the featured database of ROI 

through two different algorithms such as Euclidean Distance metric and 

Geodesic distance metric. 

 

5.3 GEODESIC SEGMENTATION 

Geodesic segmentation is robust enough to segment thin and long structures 

irrespective of its boundary length. The formulation of the Geodesic distance 

metric for the unary region term is given as in Eqn. (5.4).  𝑀𝑙(𝑥𝑖) represents the 

global colour model, 𝐺𝑙(𝑥𝑖) is geodesic distance formulated by using the 

relative desired object/background geodesic distance with respect to researcher 

input marker as stated in Eqn. (5.5). 

 

𝑅𝑙(𝑥𝑖) = 𝑠𝑙(𝑥𝑖) + 𝑀𝑙(𝑥𝑖) + 𝐺𝑙(𝑥𝑖) 
(5.4) 

𝐺𝑙(𝑥𝑖) =
𝐷𝑙(𝑥𝑖)

𝐷𝐹(𝑥𝑖) + 𝐷𝐵(𝑥𝑖)
 

(5.5) 

 

Where 𝜕𝑙 represents the set of seeds with label𝑙 𝜖 {𝐹}. In this method, the 

conjugate𝑙 is considered as the set of seeds with the label �̅� 𝜖 {𝐵}.  

 

𝑠𝑙(𝑥𝑖) = {
∞      𝑖𝑓 𝑥𝑖𝜖𝜕𝑖̅

0    𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

(5.6) 

 

With the help of Fast Gauss Transform the desired object/background colour 

model 𝑃𝑙(𝐶)was computed and stated in Eqn. (5.7) 

𝑀𝑙(𝑥𝑖) = 𝑃𝑙(𝐶(𝑥𝑖)) 
(5.7) 
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The computed boundary term can be stated as in Eqn. (5.8).  

𝐵(𝑥0, 𝑥1) =
1

1 + ‖𝐶(𝑥𝑖) − 𝐶(𝑥𝑗)‖
2 (5.8) 

Where, 𝐶(𝑥) 𝜖 [0,255].  

5.4 EUCLIDEAN DISTANCE SEGMENTATION 

Euclidean distance segmentation requires the accurate distance of pixels to 

achieve précised results. The metric coefficient defines Euclidean distance 

which depends on pixel information. Euclidean distance has insensitivity 

towards the minor deformations. Let 𝑃𝑖𝑃𝑗  are the pixels of image where i,j = 

1,2,3,……,MN. The 𝑒𝑖  represents the coordinate system of image space. The 

metric coefficient 𝑔𝑖𝑗 of an image can be determined by Eqn. (5.9).   

 

𝑔𝑖𝑗 =< 𝑒𝑖, 𝑒𝑗 > √< 𝑒𝑖, 𝑒𝑖 > √< 𝑒𝑗, 𝑒𝑗 >. cos 𝜃𝑖𝑗  
(5.9) 

 

where <,> represents the scalar product, 𝜃𝑖𝑗 is the angle between 𝑒𝑖 and 𝑒𝑗. When 

base vectors are of the same length then 𝑔𝑖𝑗 depends upon 𝜃𝑖𝑗. Then the 

Euclidean distance of two image spaces x, y will be computed as stated in Eqn. 

(5.10).   

 

𝑑𝐸
2(𝑥, 𝑦) = ∑ 𝑔𝑖𝑗(𝑥

𝑖

𝑀𝑁

𝑖,𝑗=1

− 𝑦𝑖)(𝑥𝑗 − 𝑦𝑗) = (𝑥 − 𝑦)𝜏𝐺(𝑥 − 𝑦) 
(5.10) 

 

The Euclidean distance segmentation is robust and more accurate segmentation 

technique for medical imaging where the results depend upon the Euclidean 

distance computation. The segmented image pixels and the number of pixels 
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retained in rows and columns were stored. The total number of pixels in the 

image can be written as stated below in Eqn. (5.11) 

𝑝 = 𝑅 ∗ 𝐶 
(5.11) 

Where 𝑝 represents the Total number of Pixels which is equivalent to the 

product of pixels in Rows (𝑅) and Number of pixels in Columns(𝐶) of the 

image. 

Figure 5.4 represents the flow chart for the skin laceration detection system, 

which provides information about the steps required to be followed for the 

detection of skin laceration.  The process of conversion of test image into the 

desired segmented image as discussed above is pictorially represented in the 

flow chart for easy understanding of the algorithm for researchers. The 

performance of the algorithm is evaluated on the bases of the number of 

information pixels 
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Figure 5.4: Flow chart for Skin laceration detection system. 
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5.5  RESULT  

The Skin laceration detection system was provided with the skin phantom test 

image. The results of the Euclidean distance metric algorithm with varying 

tolerance is shown in Figure 5.5. The detected ROI of skin laceration can be 

seen with the highlighted blue colour grown region. The 0.2 tolerance value of 

the Euclidean distance metric algorithm shows poor results as compared with 

0.05, 0.1 and 0.15 tolerance results. Similarly, The results of the Geodesic 

distance metric algorithm with varying tolerance is shown in Figure 5.6. The 

variation in tolerance exhibits the variation in the number of pixels used for 

identification of skin laceration in Euclidean Distance Metric algorithm as well 

as in Geodesic distance metric algorithm.  

 

 

Figure 5.5: Laceration segmentation of Phantom using Euclidean Distance 

Metric algorithm with varying Tolerance. 

The 0.2 tolerance value of the Geodesic distance metric algorithm and 
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Euclidean distance metric algorithm shows poor results as edges are spilled off 

and incorrect pixels were taken in consideration as compared with 0.05, 0.1 and 

0.15 tolerance results. The edge of Geodesic is oval in nature where as in 

Euclidean segmentation edges are sharp in nature. The best skin laceration 

segmentation results can be seen using the Euclidean distance metric algorithm 

with 0.05 tolerance value with higher pixel information along with sharp edges 

laceration segmentation. The number of pixels of the segmented ROI provides 

an accurate measure for the efficiency of the algorithm. The total pixel of an 

image can compute as the multiplication of the number of pixels in rows to the 

number of pixels in columns.  

 

Figure 5.6: Laceration segmentation of Phantom using Geodesic Distance 

Metric algorithm with varying Tolerance. 
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Efficiency calibration of the algorithm can be computed with the help of 

information pixels. On applying different tolerance to the segmentation 

algorithms the number of pixels representing in rows and columns of the 

segmented ROI can be seen in Table 5.1.  

Table 5.1: Comparison table for Euclidean distance matric with respect to 

Geodesic Distance Metric 

Distance 
Metric 

Tolerance Rows column 

Euclidean 0.05 1047 1648 

Euclidean 0.1 1059 1679 

Euclidean 0.15 1051 1660 

Euclidean 0.2 1047 1671 

Geodesic 0.05 1051 1660 

Geodesic 0.1 1043 1644 

Geodesic 0.15 1051 1652 

Geodesic 0.2 1043 1664 

 

The total number of pixels representing the ROI of the skin laceration on 

applying different algorithms Euclidean and Geodesic distance metric 

concerning varying tolerance were projected using Figure 5.7.  
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On Appling the best segmentation technique after exploring the Geodesic and 

Euclidean distance Metric with the optimal tolerance providing maximum pixel 

information is Eucledian Distance Metric Algorithm with 0.1 Tolerance value.  

Figure 5.8: Segmentation of Skin laceration 

Figure 5.7: Comparative analysis of Total pixels required for each 

Euclidean and Geodesic Distance metric algorithm for laceration detection. 
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The segmented ROI of skin laceration with its pixels can be seen in Figure 5.8. 

The information of pixels from the segmented image is used by the robotic arm 

to perform trajectory tracking control.  

5.6 SUMMARY 

This chapter illustrates the proposed skin laceration detection system.  The skin 

segmentation technique is based on interactive skin segmentation which helps 

in effective and efficient skin segmentation. The Euclidean distance 

segmentation algorithm and Geodesic segmentation algorithm were 

implemented on our test skin Phantom image. The results of both algorithms 

are compared with each other with varying tolerance. The experiment results 

show that Euclidean distance Segmentation produced good results as compared 

to Geodesic Segmentation.  From the best-segmented image, the suture points 

were computed in XYZ coordinate and were considered as the desired trajectory 

of the ALSR. 
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 TRAJECTORY TRACKING CONTROL 

The chapter illustrates the task comprises a skin laceration trajectory or path and 

the robot is expected to maneuver or follow that required trajectory [3–5]. 

Different control schemes are used to follow that required trajectory because 

there exists the nonlinearity, uncertainty, external disturbances, strong coupling, 

and time varied of the robotic system. There are Linear and nonlinear control 

schemes such as PD (Proportional-Derivative) Control, PID (Proportional 

Integration Differentiation) Control, CTC (Computed Torque Control), 

Adaptive control Fuzzy Control and so on [6–10].  This chapter focuses on 

trajectory tracking control of ALSR to track skin laceration to perform suturing. 

The four cases for the PD-CTC controller are taken into consideration with 

different gain values the best from which is compared with the tuned PD and 

PID control in order to achieve the desired joint trajectory. The CTC control 

technique is used to produce tracking control with minimum error[136]–[138]. 

The common techniques used for disturbance rejection are such as Adaptive 

control, Robust Control, active Kalman filtering, Sliding mode control, etc. for 

the different robotic applications. The emerging technique used for disturbance 

compensation is known as disturbance observer. The disturbance observer is 

popular because of considering the disturbance model acting on each joint of 

the robot and estimating the unknown parameters of the system such as torque 

and forces. In the independent joint control, the disturbance observer considers 

the varying load [139], dynamic uncertainties[140], friction force [141], [142], 

unmodeled dynamics as the lumped disturbance term [143].  By the use of linear 

matrix inequality (LMI) the disturbance observer is designed for the slow 

varying disturbances. The SCARA robot configuration and Phantom Omni was 

taken into consideration for the validation of results [144]. For the rapid time-

varying disturbance like friction, the nonlinear disturbance observer technique 

was discussed by W.Chen [145] A Nonlinear disturbance observer using 

feedforward compensation technique without computing acceleration 

measurements which is useful for computing sensorless torque control and fault 
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detection. Further Nikoobin et.al. modified Chen’s Method for the generalized 

nonlinear disturbance observer applicable for n DOF robot manipulator having 

revolute joints [146]. The A Mohammadi [147] provides a nonlinear 

disturbance observer generalized solution for all serial manipulator irrespective 

of its joint configuration. 

6.1 CONTROL: PD, PID AND COMPUTED TORQUE CONTROLLER 

ANALYSIS 

The most widely used nonlinear and powerful controller used for almost all 

schemes for robot control in robot manipulators is Computed Torque Control 

(CTC)[148]. It has a special application on the different nonlinear systems based 

on feedback linearization by the use of nonlinear feedback law it would able to 

compute the required torque in the arm. It performs significantly well when all 

dynamic and physical parameter of the system is known. The CTC like control 

appears in Robust, Adaptive, and Learning Control. Figure 6.1 provides the 

block diagram for PD-CTC Controller, which illustrates that it’s a feedback 

control system. The notation representing in the block diagram �̈�𝑑 , �̇�𝑑 and 𝑞𝑑 

are desired acceleration, desired velocity, and the desired position respectively 

were provided as the input to the system and acquires actual position (𝑞𝑎) and 

velocity(�̇�𝑎) as an output. 

 

Figure 6.1: Block Diagram of PD–Computed Torque Control (PD-CTC) 
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Originally this algorithm is called as feedback Linearization Controller. It has 

assumed that the desired trajectory of the manipulator is 𝑞𝑑(𝑡) and 𝑞𝑎(𝑡) is the 

actual trajectory of the manipulator. The Tracking error can be defined as 𝑒(𝑡) 

in Eqn. (6.1), i.e. displacement error 

𝑒(𝑡) = 𝑞𝑑(𝑡) − 𝑞𝑎(𝑡) (6.1) 

The derivative of displacement error 𝑒(𝑡), would be able to achieve velocity 

error denoted as �̇�(𝑡) stated in Eqn. (6.2). 

�̇�(𝑡) = 𝑞�̇�(𝑡) − 𝑞�̇�(𝑡)           (6.2) 

 Similarly, on taking the derivative of velocity error from Eqn. (6.2) able to 

achieve acceleration error represented as �̈�(𝑡) stated in Eqn.(6.3) 

�̈�(𝑡) = 𝑞�̈�(𝑡) − 𝑞�̈�(𝑡)  (6.3) 

Rewriting Eqn. (4.27) with reference to actual angle denoted as 𝑞𝑎. The resultant 

is represented in Eqn.(6.4) 

𝑀(𝑞)𝑞�̈� + 𝑁(𝑞, 𝑞)̇�̇�𝑎 + 𝐺(𝑞) =  𝜏 (6.4) 

 

If an alternative linear state space equation in the form �̇� = 𝐴𝑥 + 𝐵𝑈 can be, 

defined as Eqn. (6.5). 

�̇� = [
0 𝐼
0 0

] 𝑥 + [
0
𝐼
] 𝑈 (6.5) 

The Brunousky canonical form state that  𝑈 = −𝑀−1(𝑞).𝑁(𝑞, �̇�) + 𝑀−1(𝑞). 𝜏 

with the help of Eqn. (6.5) and Eqn. (6.4) the Brunousky canonical form can be 

seen in Eqn. (6.6) written in terms of state = [𝑒𝑇 �̇�𝑇]𝑇 . The 𝑈 is represented as 

Eqn. (6.7) 

𝑑

𝑑𝑥
[
𝑒
�̇�
] = [

0 𝐼
0 0

] . [
𝑒
�̇�
] + [

0
𝐼
] 𝑈 (6.6) 

With  
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}),().{(1 −+= − qqNqMqU a
  (6.7) 

Taking the inverse of the Eqn. (6.7), the computed torque for the required arm 

as stated in Eqn. (6.8) 

𝜏 = 𝑀(𝑞)(𝑞�̈� − 𝑈) + 𝑁(𝑞, �̇�) (6.8) 

On selecting the proportional–plus-derivative (PD) feedback for control input 

U (t) results in PD computed torque control that guarantees the tracking of the 

desired trajectory as mentioned in Eqn. (6.9). 

𝜏 = 𝑀(𝑞)(𝑞�̈� + 𝐾𝑣�̇� + 𝐾𝑝𝑒) + 𝑁(𝑞, �̇�) (6.9) 

Then Eqn. (6.11) shows the resulting linear error dynamics from Eqn. (6.9) and 

Eqn. (6.10). 

q='
 

(6.10) 

eKeKqq pdd ++= 
 (6.11) 

Or with  �̈� = �̈�𝑑 − �̈�𝑎 

0=++ eKeKe pd


 (6.12) 

Where Kd and Kp are the Velocity and Position gain.  

For the critical damping performance of each joint, the Eqn. (6.13) states the 

relationship between Kd and Kp. 

pd KK 2=
 

(6.13) 

The computed torque control is used to linearize the error dynamics using 

nonlinear feedback, which provides better tracking performance in comparison 

with linear controllers. The computational cost is more as compared to linear 
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controllers and inaccuracies in the dynamic model and other parameters limit 

the performance of the manipulator. 

6.2 COMPARATIVE RESULTS OF PD AND PID CONTROLLER 

WITH REFERENCE TO CTC CONTROLLER AND ITS CASES  

The computed torque controller (CTC) control was implemented for step 

responses. The simulation is implemented using the MATLAB/ Simulink 

Software. In this chapter, the simulation results of the ALSR with 4 DOF are 

discussed moving the robot from its home to the final position taking 

consideration of different Kd and Kp values.  

6.3 PERFORMANCE ESTIMATION 

As stated in refer [15,16]; the performance estimation of the controller is 

estimated by its trajectory tracking. In the PD-CTC controller, the proportional 

and derivative gain directly affects the performance of the controller. The 

Performance of the PD-CTC controller is computed by tuning gains using trial 

and error. The CTC cases were considered with the different gain coefficient of 

the controller and their respective responses with respect to steady-state error 

and Root mean square error that can be seen in Table 6.1.  

In PD-CTC controller two-gain coefficient have considered i.e. Proportional 

Gain (Kp) and Derivative gain (Kd). The proportional gain is directly 

proportional to the error. Therefore, if there is an increase in error we should 

increase the Kp value in the same proportion. To make a robot move in the 

desired trajectory the large value of Kp should be kept which will make the 

robot follow the desired trajectory or tries to reduce the error. The lower value 

of Kp makes the system sluggish, the reaction is slow to lead the heading change 

and it can happen it never reaches the desired values. Higher Kp made the 

system to respond rapidly and smoothly to reach the desired values. Too higher 

Kp will provide high control command even for smaller errors which leads to 

the system overshoot. Increasing Kp even after too higher a value makes the 

system oscillating. As per the dynamics of the system, it may cause unnecessary 
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vibrations to the system. The Derivative gain is the rate of change of error, 

which implies an increase in Kd will make the system respond faster. Right 

value Kd reduced overshoot caused by increased Kp and system smooth and 

faster. 

Considering the above tuning conditions of Kp and Kd the below mention cases 

are considered for PD-CTC Tuning. In Table 6.1, the case of PD-CTC with their 

respective Root mean square error and Steady-state error at each joint is 

calibrated. The gains for the operations were manually tuned until the motion 

controller with observer gave desired performance. The trajectory tracking 

responses of each case can be seen in Figure 6.2 which shows the great contrast 

caused by taking different Kp and Kd values as mentioned below from case 1 

to case 4. From the Figure 6.2  clearly depicts the case 1 is showing better 

trajectory tracking than other cases. 

• Case 1: Kd =60, Kp =360 

As the value of Kp is higher and respectively the value of Kd is less than Kp but 

relatively higher than in other cases. The selected values of Kp and Kd made 

the system to respond faster and follow the smoother trajectory to reach the 

desired angle without any overshoot. 

• Case 2: Kd =2, Kp =10 

The value of Kp and Kd are lower with respect to case 1 but the value of Kp is 

higher than Kd similar to case 1. The lower value of Kp and Kd made the system 

sluggish in response with respect to case 1. 

• Case 3: Kd =10, Kp =10 

In case 3, the value of Kp and Kd is equal. The large value of Kd will provide 

excessive force to the system to attain the desired trajectory. This excessive 

force by derivative gain will make the system to cause overshoot.  

• Case 4: Kd =10, Kp =2 

 In case 4, the value of Kp is much lower than the Kd. The lower value of Kp 

made the system extremely sluggish in response, which in turn system does not 

reach its desired trajectory in the system simulation time frame of 50 seconds. 
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(a) (b) 

 

(c) (d) 

Figure 6.2: Computed Torque Control (CTC) at different cases and Desired 

Input Step Trajectory for (a) Link 1 Joint Angle, (b) Link 2 Joint Angle, (c) 

Link 3 Joint Displacement, and (d) Link 4 Joint Angle. 

Table 6.1: Comparison table of Computed Torque Control (CTC) of different 

cases followed with their respective Steady State Error (SS Error) and Root 

Mean Square Error (RMS Error) 

Cas

e 

Kp 

1 

Kd 

1  

Kp 

2 

Kd 

2 

Kp 

3 

Kd 

3 

Kp 

4 

Kd 

4 

SS 

Error 

1 

SS 

Error2 

SS 

Error3 

SS 

Error

4 

RMS 

Error 

Cas

e 1 

10 2 10 2 10 2 10 2 8.326

e^-06 

1.110e

^-05 

8.326e

^-06 

1.249

e^-05 

0.195

9 

Cas

e 2 

36

0 

60 36

0 

60 36

0 

60 36

0 

60 1.49e

^-05 

1.986e

^-05 

1.49e^

-05 

2.234

e^-05 

0.100

3 
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Cas

e 3 

10 10 10 10 10 10 10 10 1.529

e^-05 

2.039e

^-05 

1.529e

^-05 

2.294

e^-05 

0.245

6 

Cas

e 4 

2 10 2 10 2 10 2 10 1.388

e^-01 

1.851e

^-01 

1.851e

^-01 

1.388

e^-01 

0.170

4 

 

From the above analysis illustrated in Table 6.1 based on SS and RMS Error the 

case 1 is considered as the best tuned PD-CTC controller with Kp and Kd valued 

as 360 and 60 respectively. The best case of PD-CTC controller case 1 is 

compared with the tuned PD and PID controller [8,17]. The trajectory tracking 

of the PD-CTC, PD, and PID controller for step trajectory can be seen in Figure 

6.3. According to Figure 6.3, the CTC, PD, and PID controller, the CTC 

controller tracks the step input trajectory more precisely with the least RMS 

error of 0.1003. This shows accurate trajectory tracking of CTC controller with 

respect to individual PD and PID controller. Therefore, the CTC control with 

best case 1 is opted for further disturbance observer based control. 

 

(a) (b) 
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(c) (d) 
 

Figure 6.3: Computed Torque Control (CTC), Proportional-Derivative Control (PD), 

Proportional Integrated Derivative Control (PID) and Desired Input Step Trajectory 

for (a) Link 1 Joint Angle, (b) Link 2 Joint Angle, (c) Link 3 Joint Displacement and 

(d) Link 4 Joint Angle. 

For PD, PID, and CTC the Kp and Kd values of each joint of the robot are 

mentioned in Table 6.2. The gain values of the controller for each joint are taken 

as constant in PD and PD- CTC whereas in PID control implementation the gain 

values of each joint of the manipulator are well-tuned.   

Table 6.2: Different control techniques: CTC, PD and PID with their 

respective gains. 

Control 

Techniqu

e 

Kp

1 

Ki

1 
Kd1 Kp2 Ki2 Kd2 Kp3 Ki3 Kd3 Kp4 Ki4 Kd4 

CTC 10 0 2 10 0 2 10 0 2 10 0 2 

PD 360 0 60 360 0 60 360 0 60 360 0 60 

PID 300 

.00

56

1 

4 200 

0.22

061

18 

4 36 

0.05

833

9 

6 30 
0.05

833 
4 
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Table 6.3: Root Mean Square (RMS) Error of system and Steady State (SS) 

Error at each joint of the system at different control techniques. 

Control 

Technique 

SS 

Error1 

SS 

Error2 

SS 

Error3 

SS 

Error4 

RMS 

error 

CTC 1.49e^-05 
1.986e^-

05 
1.49e^-05 

2.234e^-

05 
0.1003 

PD 0.6549 0.2639 0.02222 0 0.3534 

PID 4.971e^-01 
2.291e^-

04 
5.504e^-04 

7.090e^-

01 
0.2486 

On comparison of well-tuned PD and PID Controller with the best case of CTC 

control technique, their respective Steady-state error and Root mean square 

error can be seen in Table 6.3. The steady-state error for each joint of the robot 

manipulator as mentioned in Table 6.3 illustrates that the CTC controller 

performs well to minimize the error in joint trajectory tracking. The steady-state 

error of each joint in CTC control is reduced to e^-05 with Root Mean Square 

Error of 0.1003. The RMS error of CTC is 71.61% less than the PD controller 

and 59.65% less than PID controller. The performance of CTC controller for 

trajectory tracking is best with respect to PD and PID control taking steady-state 

and root mean square error as an estimation function. 

6.4 DISTURBANCE MODELLING FOR ALSR  

As compared to the task performances of the surgical manipulator need to 

undergo various interactions between patient body parts and robot end tool. The 

robot will receive different interaction forces on interacting with different body 

parts due to the difference in stiffness coefficient. The interaction forces while 

interacting with the patient is assumed to be external disturbances represented 

by 𝜏𝑒𝑥𝑡𝑑𝑖𝑠 . The internal disturbance of the manipulator represented by 𝜏𝑖𝑛𝑑𝑖𝑠 is 

considered to be caused by system uncertainty and noises. Therefore a controller 

needs to design who will have the knowledge of each state of the system and 

able to compensate for the effect of disturbances [136]–[138]. 
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The mathematical modeling of internal and external disturbances affecting 

the system dynamics was illustrated in Eqn. (6.16) and  Eqn. (6.17) respectively. 

Therefore the dynamic equation of the system becomes as stated in Eqn. (6.14) 

which includes internal and external disturbances. 

𝑀(𝑞)�̈� + 𝑁(𝑞, �̇�)�̇� + 𝐺(𝑞) =  𝜏𝑖/𝑝 + 𝜏𝑑𝑖𝑠  (6.14) 

Where the Generalized Input Force Vector (n x 1 dimension) is expressed 

as 𝜏𝑖/𝑝, The Inertia Matrix of a surgical manipulator is represented by 𝑀 with 

the dimension of n x n. 𝑀(𝑞) is a positive symmetric matrix, 𝑁 is Centrifugal 

and Coriolis Forces (n x 1 dimension), 𝐺  is a Gravitational Force Vector, �̇� is 

Joint Angular Velocity Vector and 𝑞 is Joint Position Vector. τdis is stated as 

the total disturbance acting on each joint of the manipulator. The total 

disturbance is the algebraic sum of internal disturbances caused by model 

uncertainty and external disturbances caused by friction forces are stated in Eqn. 

(6.15) [107] 

τdis  =  τindis  +  τextdis 
(6.15) 

The internal and external disturbances in the system were modeled as mentioned 

in Eqn. (6.16) and Eqn. (6.17). [150] 

𝜏𝑖𝑛𝑑𝑖𝑠 = ∆𝑀(𝑞)�̈� + ∆𝑁(𝑞, �̇�)�̇� + ∆𝐺(𝑞) + 𝑣 (6.16) 

Where,  ∆𝑀(𝑞)�̈�, ∆𝑁(𝑞, �̇�)�̇� 𝑎𝑛𝑑 ∆𝐺(𝑞) are the representation of variation in 

system modeling from the actual system to the nominal system also known as 

parameter uncertainties. The system noises due to measurement and process are 

represented as 𝑣. 

The modeling of external disturbances for the ith joint of the manipulator, i=1, 

2, 3, 4 is stated below in Eqn. (6.17). Where 𝑓𝑟𝑖  is the coefficient of friction, 

which includes coulomb, static and viscous friction. The parameters used for 

simulation are chosen as 𝑓𝑟1 = 1.43, 𝑓𝑟2 = 1.6, 𝑓𝑟3 = 1.4, 𝑓𝑟4 = 1.2 and 𝑡 as a 

simulation time of the system.  
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𝜏𝑖𝑒𝑥𝑡𝑑𝑖𝑠 = 𝑓𝑟𝑖 ∗ 𝑠𝑔𝑛(2 ∗ 𝑡 + 1) (6.17) 

6.5 DISTURBANCE OBSERVER BASED CONTROL SCHEME OF 

THE ALSR 

The purpose of implementing the Disturbance Observer (DOB) control 

scheme on the surgical manipulator is to optimize the effect of both internal and 

external disturbances. From the literature reviewed, the system is assumed 

accurate and with the help of sensors, external disturbances are measured [137], 

[151]–[153]. The robust and effective control scheme implement to compensate 

the disturbances is disturbance observer-based computed torque control. To 

estimate the states of the system when the measurements are not available the 

disturbance observer is the most effective technique for the same as proven by 

the literature[146], [150], [154]–[158]. In the proposed suturing system, the 

measurement devices are considered through which the joint position of the 

manipulator is achieved.  

The desired task space trajectory is feed to the system through inverse 

kinematics such that the desired angle for each joint is computed. The error 

between desired and actual joint angles/ joint displacement is passed through a 

control block diagram that provides the control torque represented as τc. 

Disturbance observer in order to compensate for the disturbance and achieve 

accurate trajectory tracking computed the estimates of disturbance stated in 

Eqn. (6.19)[106]. 
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Figure 6.4: Block Diagram of the disturbance observer scheme for the surgical 

robot 

The nonlinear control law for a surgical robot is stated in Eqn. (6.18)[108]. 

𝜏𝑖/𝑝 =  𝑀(𝑞)(�̈�𝑑) + 𝑁(𝑞, �̇�)�̇� + 𝐺(𝑞) − �̃�𝑑𝑖𝑠  + 𝑘𝑑�̇� + 𝑘𝑝𝑒 (6.18) 

 

On solving Eqn. (6.14) with Eqn. (6.18) , the following equation will be 

obtained 

 𝑀(𝑞)[ �̈� + 𝑘𝑑�̇� + 𝑘𝑝𝑒 ] = 0 (6.19) 

 

Let's assume  �̈� + 𝑘𝑑�̇� + 𝑘𝑝𝑒 = �̃�𝑑𝑖𝑠 . From the above equation, it states that 

𝑀(𝑞)�̃�𝑑𝑖𝑠 = 0.The mass matrix of the system cannot be zero hence it states that 

�̃�𝒅𝒊𝒔 = 0. 

𝜏𝑖/𝑝 = �̂�(𝑞)(�̈�𝑑 + 𝑘𝑑�̇� + 𝑘𝑝𝑒) + �̂�(𝑞, �̇�)�̇� + �̂�(𝑞) − �̃�𝑑𝑖𝑠  (6.20) 

 

Where the estimates of  𝑀(𝑞) ,𝜏𝑑𝑖𝑠, 𝑁(𝑞, �̇�) and 𝐺(𝑞) are represented as 

�̂�(𝑞), �̃�𝑑𝑖𝑠, �̂�(𝑞, �̇�) and �̂�(𝑞).  The �̃�𝑑𝑖𝑠 is represented as a disturbance 

estimator with n x 1 matrix dimension. The �̃�𝑑𝑖𝑠 is equivalent to the product of  
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the gain constant (𝑘3) and joint velocity (�̇�) with the algebraic sum of  Z  which 

is an arbitrary vector taken into consideration can be seen in the below Eqn. 

(6.21) 

�̃�𝑑𝑖𝑠  =  𝑘3�̇� + 𝑍 (6.21) 

 

On taking the derivative of �̃�𝒅𝒊𝒔 stated in the above Eqn. (6.21) will become 

as 

�̇̃�𝑑𝑖𝑠  =  𝑘3�̈� + �̇� (6.22) 

 

On replacing �̈� value from Eqn. (6.22) 

�̇̃�𝑑𝑖𝑠  =  𝑘3𝑀
−1(𝜏 + �̃�𝑑𝑖𝑠 − 𝑁 − 𝐺) + �̇� (6.23) 

 

On rearranging the values of Eqn. (6.23)  

�̇� =  −𝑘3𝑀
−1(𝜏 + �̃�𝑑𝑖𝑠 − 𝑁 − 𝐺) − �̃�𝑑𝑖𝑠 (6.24) 

 

On replacing the value of �̃�𝑑𝑖𝑠 from Eqn. (6.24)(6.25)  

 �̇� =  −𝑘3𝑀
−1(𝜏 + �̃�𝑑𝑖𝑠 − 𝑁 − 𝐺) − 𝑘3�̇� (6.25) 

Equation (6.25) is the final expression of the disturbance estimator of the 

proposed disturbance observer. The error causing in each joint of the 

manipulator due to internal and external disturbances provides the accumulative 

error at the end-effector position. Similarly, to reduce the error in the position 

of the surgical tool to locate the targeted position the error at each joint gets 

reduced using the proposed disturbance observer control technique with 

successive operations. This observer requires only the measurement of joint 

velocity.  The tuning of the gain parameter of the DOB 𝑘𝑝, 𝑘𝑑 , 𝑎𝑛𝑑 𝑘3 brings 

the significant difference in system settling time and steady-state errors.  
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6.6 SIMULATION STUDY OF DISTURBANCE OBSERVER  

The mathematical modeling of the surgical manipulator and control system 

is implemented in Matlab/Simulink package shown in Figure 6.5. While 

modeling the system the external disturbances and internal disturbances were 

taken into consideration. The reference trajectory is the trajectory of laceration 

on the patient.  The reference trajectory is given to the manipulator defined in 

Cartesian space. Through inverse kinematics, the joint space trajectory is feed 

to the system to achieve accurate and robust trajectory tracking. The results of 

the manipulator with and without disturbance observer are compared in 

presence of disturbance torque, as modeled in Eqn. (6.14). 

 

Figure 6.5: Modelling of disturbance observer assisted surgical manipulator 

The gain values of the DOB control used during simulation are Kp = 180I, 

Kd= 36I, and K3= 10I. 

In Figure 6.6 the results of DOB, without DOB and desired trajectory of the 

joint angle of link1, link 2, and link 4 and length of displacement of link 3 in 

case of the prismatic joint are compared. The difference between the desired 

position and the actual joint position is the position tracking error of the surgical 
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manipulator while tracking the laceration for the suturing task. The position 

tracking error with and without observer can be seen in Figure 6.7. This depicts 

the use of DOB for compensating the disturbances. 

 

(a) 

 

(b) 

 

(c) 

 

(d) 

Figure 6.6: Time Trajectory position tracking of each link of the manipulator 

(a), (b), (c) and (d) with and without Observer. 
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(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 6.7: Position tracking error profile for link 1 (a), link 2 (b), link 3(c), 

and link 4 (d) in laceration tracking. 

The joint disturbance tracking using disturbance observer in each joint of the 

surgical manipulator can be seen in Figure 6.8. This shows the system would 

able to optimize the disturbance both internally and externally by tracing the 

required laceration trajectory. Figure 6.9 shows the error joint disturbance 

torque/force at each joint of the surgical manipulator for tracing the trajectory. 
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(a) 

 

(b) 

 

(c) 

 

(d) 

Figure 6.8: Joint disturbance tracking profile for each joint of the surgical 

manipulator 
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In the task-space coordinates, the performance of the DOB controller with 

respect to without the DOB controller can be seen in Figure 6.10. The trajectory 

of laceration on the patient is tracked effectively and adapting disturbances by 

disturbance observer control. This task of the surgical robot considered in the 

system is to track the desired trajectory and compensate for the disturbance 

caused by internal and external factors to achieve the precise motion of the 

manipulator for suturing tasks. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 6.9: Disturbance tracking error in each joint of a surgical manipulator 
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Figure 6.10: Task space coordinate (XYZ) of the end effector during 

laceration tracking operation. 

The performance estimation of the controller can be through the root mean 

square (RMS) error for the position and disturbance tracking. The below-

mentioned Eqn. (6.26) and Eqn. (6.27) is used for the estimation of RMS error. 

𝑞𝑟𝑚𝑠_𝑒𝑟𝑟𝑜𝑟 = √∑
(𝑞𝑑 − 𝑞𝑖)2

𝑛

𝑛

𝑖=1

 (6.26) 

𝜏𝑑𝑖𝑠_𝑟𝑚𝑠_𝑒𝑟𝑟𝑜𝑟 = √∑
(𝜏𝑑 − 𝜏𝑖)2

𝑛

𝑛

𝑖=1

 (6.27) 

  

  

Table 6.4: Illustrate the RMS value of position tracking error and disturbance 

tracking error while performing the surgical task by the manipulator 

RMS error Joint 1 Joint 2 Joint 3 Joint 4 

Position 

Tracking 
0.06902 0.01774 0.05902 0.007978 
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Disturbance 

Tracking 
5.559 3.355 1.403 1.197 

It is observed that uncertainties, external disturbances, and dynamic changes 

in the system are well adapted by the disturbance observer control. The 

simulation results are intuitive and point out the effectiveness and use of control 

for a surgical robot. The laceration tracking performance of the controller 

extended the work to an autonomous surgical robot. The accurate and robust 

tracking performance of control enables the surgical robot to do n number of 

tasks performed during surgery. 

6.7 CO SIMULATION ANALYSIS AND RESULTS 

Building up a new robot model, analyzing, and verification of the model should 

be taken care of before constructing up in the real world. The simulation is more 

popular because of the low cost of the computer, which helps analyze feasibility 

studies, the presentation with animation, layout evaluation, and offline 

programming. Therefore, the simulation tool like MATLAB, ADAMS, Vrep, 

and ROS, and so on can be used to simulate robot to analysis robot motion [159]. 

During the surgical simulation for preoperative planning of maneuvering the 

robot to operate the patient, the joint control of the robot for trajectory tracking 

is required. To visualize the motion of the robot in a 3D environment the co-

simulation technique is very popular.  

In the research, collaborative simulation is used to visualize the system 

performance in real-time. The collaborative simulation is popularly known as 

Co-simulation. To validate the system performance of a virtual prototype of any 

machinery, the Co-simulation technique is used. This technique reduces the 

dependency on dynamic system modeling for analyzing various dynamic 

parameters like force, torque, velocity, position, etc. In the research, the DOB-

assisted CTC control system design has been validated using co-simulation 

MSC ADAMS and MATLAB Software platform. The DOB-assisted CTC 
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controller is designed and implemented to control the joint position of ALSR to 

reach the desired position in order to perform the suturing task. 

For co-simulation, initially the ALSR prototype model has been developed in 

the SOLIDWORKS Software platform. The dynamic model parameters of the 

ALSR were obtained from the CAD model designed. The designed CAD model 

was imported into the MSC ADAMS Software platform. The necessary markers 

and state variables were defined to create the input and output variables. Input 

variables consist of joint torques and forces whereas output variables were joint 

position and velocity while performing Antebrachium laceration suturing by 

ALSR. The placed marker helps in extracting the simulation data. The ALSR is 

considered to be a bedside robot manipulator with the suturing tool. The skin 

properties as mentioned in Table 6.5 were applied to the virtual human lying on 

the operation theater bed. 

Table 6.5: Generalised Antebrachium Skin Properties 

Antebrachium Skin Parameters Value 

Elastic Modulus 10 Skin Elastic modulus (MPa) 

Density 1100 (kg/mm3) 

Poisson’s ratio 0.3 

The Adams/control plant Export is used to Create a control_plant.m file that can 

be invoked in MATLAB for the co-simulation environment. The coordinates 

points of skin laceration have been invoked from the Image processing as 

described in chapter 5 to MATLAB/SIMULINK software platform. Through 

inverse kinematics, the joints motion of ALSR was computed. The ALSR 

control equations were developed in MATLAB Platform to provide input to 

adams_sub block. The interaction between ADAMS and 

MATLAB/SIMULINK software platform were established with the help of 

adams_sub block as shown in Figure 6.11.  
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Figure 6.11: Co-simulation experiment of ALSR in  Matlab/ADAMS interface 

The MSC ADAMS interface projected while performing interactive 

ADAMS/MATLAB co-simulation can be seen in Figure 6.12. The upper left 

corner of Figure 6.12 represents the zoom view of needle tissue interaction 

while performing the suturing task. 

 

Figure 6.12: Co-simulation experiment of ALSR invoking ADAMS platform 

through MATLAB shows the suturing operation 
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The task-specific joint angle movements were computed. The joint angle 

movements of ALSR were given to the desired trajectory for the DOB assisted 

control.  DOB assisted CTC control was implemented in order to perform joint 

position tracking to fulfill the suturing task.  Figure 6.13 shows the accurate 

tracking of the desired joint position by the DOB-assisted CTC control. 

 

Figure 6.13: Suturing task-specific joint angle position tracing by ALSR 

The hardware construction of the ALSR prototype model has been developed 

and can be seen in Figure 6.14. At each revolute joint the digital encoder to 

attached to calibrate the joint position. Joint 1 and joint 2 of the ALSR provide 

the maximum and minimum reach position of ALSR in the X-axis and Y-axis. 

Joint 3 is a linearly actuated joint that helps to reach out to the position of the 

phantom in the Z-axis. The orientation of the tool is positioned using the 

revolute joint 4. The actuator box attached to joint 4 consists of a camera to 

detect the skin phantom and actuators to provide the end-effector needle motion 

to perform suturing. The hardware in-loop is used to perform Antebrachium 

laceration suturing. 
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Figure 6.14: Hardware model of ALSR 

The skin phantom is used as a dummy model to perform the complex suturing 

task. The skin phantom depicts the ex-vivo Antebrachium laceration. The 

complex suturing task was performed by the end effector of ALSR can be seen 

in Figure 6.15. The length of cut on skin phantom is 5 cm and the points of 

insertion were computed through an interactive image segmentation technique. 

The shuttling of the needle has taken a primary task to perform suturing.  
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Figure 6.15: Sutured skin phantom 

The estimated contact force at the end effector were calibrated using a strain 

gauge experiment on Scientech kit can be seen in Figure 6.16. The calibration 

of the strain gauge is done by excluding the weight of the phantom. The 

estimated change in weight is used to calibrate the force acting on the end 

effector while performing the suturing task. The calibrated force acting on the 

end effector can be seen in Figure 6.17. 

 

 

Figure 6.16: Interaction force estimation setup 
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Figure 6.17: Contact force on end effector 

The needle displacement in the workspace were monitored and represented in 

Figure 6.18. The needle shuttling and depth of needle penetration were 

estimated by co-simulation modeling and validated on hardware.  

 

Figure 6.18: ALSR suture needle displacement in the workspace 
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6.8 SAFETY ASPECTS 

The factor of safety plays a crucial role in the healthcare domain.  To ensure 

safe human-robot interaction, the different factors play a key role. In skin 

laceration detection, the interactive image segmentation technique has been 

used to ensure correct segmentation and waypoints extraction. While 

performing suturing task some tangible and nontangible interrupts can occurs. 

Tangible interrupts can be an undesirable presence of any physical object or 

person in the robot workspace where emergence stop has been introduced in the 

system. Whereas nontangible interrupts include the robot's internal disturbance 

and environmental factors. These interrupts directly affect the torque acting at 

the joints of the robot. To ensure the safety of the proposed ALSR system, the 

disturbance acting on the system needs to be compensated. Therefore, the 

Disturbance observer-based control (DOB) has been used in the system. The 

internal and external disturbances acted on the ALSR were modelled. DOB 

estimates the state of the system to achieve the desired trajectory tracking by 

compensating disturbances.  This makes the system more robust to disturbances 

and ensure safe human robot interaction. 

6.9 SUMMARY 

The chapter presented the comparative study of CTC control with different 

gain values and tunned PD and PID controller with the best gain valued CTC 

controller. To compensate for the disturbances, the nonlinear disturbance 

observer is used to stabilized the trajectory tracking of ALSR. The application 

of this scheme is to test the RRPR surgical robotic manipulator with the end tool 

as a suturing tool. The computation of external disturbances affecting the system 

for the surgical task. The laceration tracking operation was done successfully in 

order to assist the surgeon to perform the suturing task. The obtained results 

illustrate the feasibility of the DOB control in the suturing application. 
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 CONCLUSION AND FUTURE SCOPE 

The research work focuses on the design and analysis of a novel robot the 

Antebracium Laceration Suturing Robot (ALSR). The design of ALSR is 

developed in Solidworks software.  The kinematic and dynamic mathematical 

modeling of ALSR is illustrated in chapter 4. The implementation of 

mathematical modeling is performed in the simulation platforms. The kinematic 

modeling is computed by the analytical method using D-H notations. The 

dynamic modeling of the robot is computed using Newton Euler Method. In 

order to test the system modeling, which is a surgical robot the need for high 

performance, precise, robust, and speedy control, therefore, the three feedback 

loop controllers i.e., CTC, PD and PID. The CTC control technique is illustrated 

and implemented with different Proportional Gain (Kp) and Derivative Gain 

(Kd) using the trial and error method. The best-suited CTC with its gain values 

is further compared with best-tuned gains of PD and PID controller in order to 

have a performance comparison of the different implemented controllers. The 

research proves that CTC with the optimized value of Kp and Kd is successfully 

proven to be having the least amount of RMS error 0.1003.  

The nonlinear disturbance observer to stabilized trajectory tracking for 

surgical robotic application. The computation of external disturbances affecting 

the system for the surgical task. The laceration tracking operation was done 

successfully in order to assist the surgeon to perform the suturing task. The 

obtained results illustrate the feasibility of the DOB control in the application 

surgical task. The virtual simulation of robot is done through the MSC ADAMS 

software in order to validate the estimate the performance of trajectory tracking 

control. 

7.1 CONTRIBUTION 

1. The derivation of the generic mathematical modeling technique is 

illustrated in chapter 1. This helps in the development of mathematical 

modeling of the novel model by any novice researcher. The generic 
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mathematical modeling techniques include GKM, GDM, and GSA 

which can be used for obtaining Kinematic and Dynamic Equations of 

n-DOF serial manipulator.  

2. The Significant contribution of this research is to design the novel 

Antebrachium laceration suturing robot for the application of Ex-vivo 

suturing. This will reduce operating time, less blood loss, early recovery, 

no human tremors, and can perform precise micromotion. 

3. An insight into the significance and challenges in the skin laceration 

segmentation. The interactive selection of ROI is used for accurate skin 

segmentation. To estimate the precise task space coordinate of 

Antebrachium laceration, the different skin segmentation techniques 

were compared at different tolerance values the best of which is used for 

coordinate extraction.  

4. To compensate, the joint disturbances caused due to internal and 

external factors the proposed disturbance observer is developed. This 

dynamic observer accurately estimates the joints torque of ALSR. This 

can also be used as a sensor less joint estimation.   

5. The Simulation environment helps in analyzing the feasibility test at a 

low cost. The virtual simulation allows the testing of control algorithms. 

Dynamic Virtual Simulation of ALSR helps in estimating the joint 

torque, needle tissue interaction forces, etc of ALSR  while performing 

suturing operation.  

7.2 FUTURE WORK 

The skin phantom is taken as the object of interest which is static in nature. The 

dynamic model or living model can be used for further studies. This research is 

focused on ex-vivo antebrachium laceration. To enhance the scope of this 

research the in-vivo flexible arm manipulator can be used with the spherical 

workspace. The use of the RRPR manipulator as a base robot is applicable for 

cylindrical workspace. The design of a model can further be improved for 

advanced applications. The advanced learning based control technique can be 
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implemented for skin segmentation and tracking of skin laceration.  The skin 

phantom laceration is considered in a straight line. The complex and irregular 

shaped laceration can also be considered for further studies. 
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APPENDIX A 

The generalized dynamic equations  for n- DOF robot manipulator were 

derived in chapter 3.. The equation of dynamics were derived using Newton 

Euler formulation  as mentioned in Eqn. (4.27), as 

=++ )(),()( qGqqqNqqM   

The ALSR mass matrix (M), Coriolis matrix (N) and gravity matrix (G) of 

dynamics were illustrated in Eqn.(4.28)  to Eqn.(4.30). The dynamic 

parameters mentioned in Eqn.(4.28)  to Eqn.(4.30) were illustrated as , 
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Where 𝐼i is the moment of Inertia around the centroid, 𝑚𝑖 is the mass,  𝑙𝑖 is the 

length of link i.   
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